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1. Introduction

The goal of the project is the implementation of services for irrigation indicators at the microclimate
level based on remote sensing data within the project "IR2MA - Large Scale Irrigation Management
Tools for Sustainable Water Management in Rural Areas and the Protection of Aquatic Recipient
Ecosystems", which has been included in the European Territorial Cooperation Operational Program
"Interreg Greece - ltaly 2014-2020" accession decision A/ A 898 with no. patent 81391 of 26/07/2018
(AAA: WD2IM465XI8-10Y) and has received MIS code: 5003280.

This report is the deliverable of the implementation of the WP3 work package "D3.2.2 DSS adaptation
and extension / Provision of 2x2-6x6km (depending on the area) microclimatic level remote sensing
indices to forecast water stress for the Region of Epirus".

Remote sensing is the science of obtaining qualitative and measuring information of a phenomenon or
an object from a distance, i.e. without physical contact with the phenomenon or object under study. In
practice, remote sensing uses sensors of various technologies through which information is collected
and then analyzed regarding objects or areas. Based on the above, remote sensing can be considered
to cover a huge range of applications, both in geosciences where the term is more widely known and
in other sciences (astrophysics, astronomy, medicine, biology, physics, etc.). From aerial photography,
espionage and commercial satellites, to telescopes, radar, sonar, MRI and X-rays, the methods used
make up the science of remote sensing.

Especially in geosciences, the term is more common and remote sensing applications have a wider
scope than any other scientific discipline. Remote sensing studies in a unique way the natural
phenomena of the earth such as weather, atmosphere, oceans, vegetation, soil geology, urban
environment, agriculture, natural disasters (fires, floods, earthquakes, landslides, droughts, storms,
tornadoes, glaciers, etc.), anthropogenic interventions in the environment, urban pollution and many
other phenomena of the natural earth surface. The unique feature of remote sensing, to provide
information without the need for an on-site visit of the scientist without the intervention in the study
area and at a very low cost, is one of the main advantages over other methods of information
collection.

In addition to the remote sensing methods of our ancestors (for observing nature from high ground to
observing the stars), remote sensing began around 1850, with the first photographs from a balloon
and then the evolution is historically tied with the evolution of flying machines (balloons, airplanes and
then artificial satellites). Nowadays, special emphasis has been given to the observation of the earth's
surface by satellite platforms (satellite receivers) and by airborne receivers, digital or analog. In
particular, with the advent of the digital age and the simultaneous development of computer science,
computer vision and artificial intelligence, remote sensing has entered a purely digital age and has
become one of the best fields of application of the above most theoretical sciences.

In terms of remote sensing sensors technology and characteristics, they are divided into active and
passive depending on whether they record a natural radiation (such as the reflected part of solar
radiation from a material) or whether they scan their target with artificial radiation with intended to
measure return radiation (eg Radar, Lidar, Sonar). In addition, sensors are divided according to their

resolution, which can be of four types:



1. Geometric resolution (or spatial resolution) determines the minimum surface area to be
observed. In digital imaging, this is defined as the size of the pixel on the ground, usually in
meters.

2. Spectral resolution refers to the ability of the receiver to perceive information at different
wavelengths of electromagnetic radiation. The intervals of the EM spectrum that the receiver
can take individual measurements are called the remote sensing imaging channels or bands.
There is data with three channels that produce color images (in the range of red, green and
blue spectrum) while there is data that can have information in infrared, ultraviolet, even
X-rays. In addition there are receivers with a large number of channels that cover almost the
entire EM spectrum and are called superspectral receivers.

3. Radiometric resolution refers to the ability of a receiver to record a large number of discrete
EM intensity values and is measured in bits for digital displays. For example, an 8-bit image
may include in one of its channels 256 brightness levels that when rendered on a screen can
be rendered in 256 different shades of gray or discrete palette colors.

4. Finally, temporal resolution refers to the ability of the sensor to repeat its measurement over
the same study area. E.g. The Seviri sensor takes a picture every 15 minutes over the same
area while the Thematic Mapper receiver takes a picture every 13 days.

Remote sensing is an invaluable tool for monitoring, recording, and protecting the natural environment
with applications in many categories of natural disasters and phenomena (e.g. landslides, floods,
droughts, earthquakes, fires, water pollution, tsunamis, etc.). In Greece, too, the contribution of remote
sensing is considered very important in recent years with the often catastrophic phenomena of fires
and therefore is an integral part in terms of crisis management and decision making.

During the implementation of the project, the appropriate infrastructure was developed for the
long-term monitoring of the Region of Epirus through the downloading, processing, storage, and
analysis of remote sensing data. The data are organized in an appropriate spatial database

infrastructure for their systematic analysis.
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2. Remotely sensed geospatial data

The term geospatial data describes the information that identifies the geographical location as well as
the features of natural or man-made objects, as well as various imaginary boundaries on earth.
From the definition of geospatial data, we understand that they have two components:
e One component is the so-called spatial component which describes the location, shape,
orientation, and size of an object in two-dimensional or three-dimensional space.
e The second component describes an object through non-spatial features which are also
referred to as thematic or descriptive features.
Images from maps and satellites as well as the topology of a road network are typical examples of
geospatial data. Maps can provide not only location information (spatial component) for borders,
rivers, and roads but also more detailed information (descriptive features) related to sites such as
altitude, soil type, land use, and annual rainfall.
Geospatial data is typically represented in modern computer systems in two main ways. They are
represented as either vector data or raster data. Below we describe in detail these two ways of
representation, presenting the advantages and disadvantages of each.
The vast majority of geospatial data sets tend to exhibit specific properties and are therefore
categorized in the most important, interesting, and scientifically challenging category of data sets, that

is, in the "Big Data".

2.1. Big geospatial remotely sensed data

"Big Data" is characterized by what is often referred to in the literature as a multi-V model. In
particular, and focusing on geospatial data, this model encapsulates five key properties of "Large
Geospatial Data" (Laney 2001):
e Volume: The "large" data sets are those that are very large in terms of required storage space.
e Velocity: This property refers to how fast new data arrives in the system for import and
pre-processing but also how fast a big data processing system has the ability to execute
processing queries on data submitted by multiple users.
e Variety: The term diversity refers to different types of data, non-aligned data structures as well
as inconsistent semantics.
e Veracity: Validity refers to how much trust can be given to the content of the data given the
reliability of their sources (Zhou et al 2013).
e Value: This property corresponds to the monetary value that a company can derive through
the use of Big Data computing technologies.
Although the choice of properties (Vs) used to explain the term Big Data is often arbitrary and varies
with the content of technical reports and articles found on the internet - for example, Viability now
tends to become a new property - Volume, speed and diversity (Russom 2011), (Zikopoulos et al
2012) are the objects of interest to the scientific community and are more common. The aim of this

project is the collection, processing, storage of remote sensing data, which meet all the above
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conditions. The design of the spatial database of the present project aims at the use of both forms of
geospatial data, ie, the pictorial (raster) and the vector (vector) data models.

The raster geospatial data sets (Baumann, Nativi 2012) demonstrate all the properties of the multi-V
model that characterizes Big Data. More specifically, raster data are large volumes of data. There are
plenty of examples from various fields that confirm this feature. In social networking there are cases of
datasets whose size reaches 10 » 8 x 10 * 8. In the field of earth sciences, ESA 1 plans to store 10 #
12 images, each of which ranges from 500MB to 2GB or more. In addition, the speed of raster data
receiving and storing is frightening. NASA's MODIS (Moderate Resolution Imaging Spectroradiometer)
instrument, located on the Terra 2 and Aqua 3 satellites, records and sends about 1TB of raster data
daily. The distributed sensors used in radio for astronomy (LOFAR: distributed sensor array farms for
radio astronomy) collect 2 to 3 PB of data per year. In addition, the variety of raster data is huge as we
can have data from sensors, images, statistics and various models. The areas of activity that produce
and need raster data are many and heterogeneous such as health sciences, geosciences, engineering
and multimedia applications. Finally, the validity of raster data plays a very important role in their use,
and the measured and calculated data resulting from these sets of high volume, speed and variety
must contain quality information to accompany them. Predefined procedures are often used to
calculate errors in this data, but many times this does not happen, so there is a big question about
how to avoid the spread of errors.

Vector geospatial datasets also play an important role in a wide range of applications which
demonstrate these properties of the multi-V model. In addition to simple geospatial applications that
include vector data management and processing, the most demanding application that includes vector
data is motion data management and exploration. Traffic data (Pelekis et al 2014) are now ubiquitous
mainly due to the automated collection of time-stamped location information from GPS-equipped
devices. From the common smartphones we all have now, to software and hardware specifically
designed to monitor traffic on land (e.g. cars), at sea (e.g. merchant ships) and in the air (e.g.
commercial airplanes). Such a wealth of data, which demonstrates spatial and temporal reporting, can
give impetus to innovative categories of applications and services of high social and economic impact,
if it is possible to extract commercial and comprehensive knowledge from these raw data collections.
Tracking 933 merchant ships operating in the Aegean Sea over a period of 3 days has led to the
creation of a data set of 3 million GPS recordings for analysis. All these valuable data sets need
innovative solutions so that they can be analyzed efficiently. Real-time analysis of large geospatial
data to provide alerts and alternatives in the event of an emergency is critical.

From the above analysis it becomes clear that geospatial data constitute "large" data sets and also
identify the various challenges that need to be overcome so that geospatial data can be used
effectively and we can create innovative, sustainable and useful geospatial services and applications.
data.

2.2. Vector data

Vector data is made up of simple geometric objects, which are based on mathematical expressions

and consist of one or more interconnected nodes, to represent images in computer graphics (PC). A
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node describes a position in space using two or even three axes. In the context of geospatial data, a
location in space is usually represented by latitude, longitude and altitude. Such geometric objects are
a point, a straight line, a polyline, a triangle and other polygons in two dimensions and a cylinder, a

sphere, a cube and other polygons in three dimensions.

Figure 2.1: Vector Data in relation to the real world. (Source: www.geography.hunter.cuny.edu)

Vector data provides a way of representing real-world entities. An entity is anything that can exist in a
place. Trees, houses, roads, rivers are all entities. Each such entity, in addition to the position, has
additional information-characteristics, either in text form or in numerical form that describes it.
Map data is usually represented in vector format. Roads are usually represented as a polyline. Various
geographical entities, such as large lakes, or even administrative entities, such as prefectures and
countries, are represented by complex polygons. Some entities such as rivers can be represented
either as complex curves or as complex polygons depending on whether their width matters.
Representing geospatial data in vector format has several advantages. The main ones are the
following:

e Vector data has low storage requirements as the size of their representation on disk does not

depend on the dimensions of the object they represent.

e The zoom in on a vector data representation can be made as large as possible without

altering the visual effect of the representation.

2.3 Raster data

Raster data consists of pixels / pixels in a tile, in two or more dimensions. Each tile (Zeiler 1999)
covers an area of constant size and contains a value that comes from a sensor and describes the
conditions for the area it covers. A typical example of a two-dimensional raster image is a satellite

remote sensing representation of an area.
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Figure 2.2: Digital image and pixels (left), satellite image and individual pixels (right).

The data also includes the spatial information, ie the position of the image, which is determined for
example by the latitude and longitude of its angles, the spatial resolution of the image, which is
determined by the total number of pixels that make up an image or more often in geospatial data from
the area covered by each pixel and the spectral resolution of the image determined by the number of
bands of the image for which it has information.

For a raster image, the higher the spatial resolution of the image, the more detail it has, but the cost of
storage is proportional. That is, unlike vector data, here, more resolution requires more disk space.
Also another disadvantage in relation to the vector data is that for a large focus (zoom in) the visual
effect is not desirable as the tiles that make up the image become visible resulting in the loss of the
sense of continuity and the various objects that are depicted are not easily discernible.

Raster data on the other hand is extremely useful when we want to present information that is
continuous in an area and cannot be easily separated into entities speaking in terms of vector data.
For example, a plain that usually has a wide variety of colors and vegetation density is very difficult to
represent using vector data. Either we would have to use some very simple representation but thus
lose valuable information or we would have to use some very complex representation by digitizing
even the smallest detail, a task that would require a lot of time and effort.

Raster data is therefore the required representation when we have homogeneous features as the
human eye is very capable of interpreting images and distinguishing small details that would be
difficult to sufficiently digitize due to their quantity.

Raster data is not only capable of depicting real-world surfaces but can also depict more abstract
concepts. For example, they can show rainfall trends for an area or illustrate the risk of fire in a place.
In such applications each pixel in the raster image represents a different value. In the example (Figure

2.3) with the risk of fire, each pixel can contain a value on a scale from 1 to 10 for the risk in that area.
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Fire Danger Map (Forecast: day + 1)
Forecast for the 22-06-2000
Canadian FWI

WVery Low
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Moderate
B High
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Figure 2.3. Fire risk forecast across Europe for 22-6-2000 in raster format. (Source:

ec.europa.eu/echoffiles)

It is common in applications and especially in the presentation of geospatial data to use joint vector
and raster data as they complement each other in terms of their advantages. So raster images are
usually used as base layers and overlapped with information from vector layers. For example, for the
representation of a plain, a remote sensing representation of the plain can be used as a basic thematic
level which is supposed to overlap with various vector thematic levels, for example a thematic level
with the roads that cross it as well as a thematic level with the rivers that flow through it.

The following are categories of remote sensing data that will be required during the implementation of

the project as well as their technical characteristics.

customers

“0+00<

streets
parceis

elevation

land usage

S0+ Q =

" real world

Figure 2.4: Overlap of information from pictorial and vector thematic levels. (Source:

maprabu.blogspot.gr)

2.3.1. Optical satellite data of average spatial resolution
Since 1999, USGS, NASA, NOAA have been mapping optical satellite data of medium spatial

resolution with MODIS satellite systems with a maximum spatial resolution of 250 meters.
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Figure 2.5: The MODIS satellite mapped in Greece since 1999

Recently, the European Space Agency ESA launched the Sentinel-3 satellite on 16/2/2016 which

provides data with a maximum spatial resolution of 300 meters.

Figure 2.6: The Sentinel-3A satellite mapped in Greece since 16/2/2016

The table 2.1 presents the basic spectral characteristics of medium remote sensing satellite remote
sensing data which are available free of charge from USGS and ESA.

Characteristics

Spectral and spatial

X Time resolution Cost
resolution

Satellite system

2 spectral bands @
250m

5 spectral bands @

MODIS 500m

= 1 day free

28 spectral bands @
1000m

21 spectral bands @
300m

Table 2.1. The basic spectral characteristics of medium remote sensing satellite remote sensing data

SENTINEL-3 = 4 day free

which are available free of charge

2.3.2. High resolution spatial optical satellite data
The next category of satellite data concerns data with spatial resolution from 10m to 60m. The
following table summarizes the key spectral characteristics of high spatial resolution satellite data that

are available free of charge from USGS and ESA satellite programs.
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Since 1984, the USS USS, NASA, NOAA have been mapping optical satellite data of medium spatial

resolution with the Landsat 5 TM satellite system with a maximum spatial resolution of 30 meters.

Figure 2.7: The Landsat 5 satellite mapped in Greece since 1984

Specifically above Central Greece and Epirus for example there is an image with a date of shooting
from 28/09/1984.

= USGS
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4. Search Results

tem Basket (0)

wotsos ~ EWE] Feedback Help
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dropdown to see the search results for each specific data set

Show Result Controls -2
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Acquisition Date:17-DEC-84 Epirus
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Figure 2.8: Excerpt from the USGS geospatial base with a Landsat 5 TM image in 1984.
Following the failure of the Landsat 6 launch in 1999, USGS, NASA, and NOAA mapped

high-resolution optical satellite data with the Landsat 7TM satellite system.

Figure 2.9: The Landsat 7 satellite mapped in Greece since 1999
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However, after 31/5/2003 the sensor scanner presented a significant problem (in the “scan line

corrector”) in the recording with the result that the whole series of pixels are not recorded.

Figure 2.10: The Landsat 7 satellite that has been mapping Greece since 1999

Unfortunately this problem in Landsat 7 was and is permanent so we have new absolutely clear
images worldwide from April 2003 onwards with Landsat 8 satellite with high spatial optical satellite

data at 30 meters.

Figure 2.11: The Landsat 8 satellite mapped in Greece from 2013 onwards

Since the end of June 2015, the European Space Agency (ESA) has launched the Sentinel-2A
satellite, which provides data with a maximum spatial resolution of 10 meters. Then, from March 2017,

the Sentinel-2B was put into orbit, thus doubling the temporal resolution of the Sentinel 2 system.

Figure 2.12: The Sentinel-2 satellite mapped in Greece from the end of 2015 onwards

The table 2 presents the basic spectral characteristics of high spatial resolution satellite remote

sensing data which are available free of charge from USGS and ESA.
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Characteristics

Satellite system

Spectral and spatial
resolution

Time resolution

Cost

LANDSAT 5 T™M

6 spectral bands @
30m
1 thermal @120m

> 15 days

free

LANDSAT 7

1 PAN @15m

6 spectral bands
@30m

1 thermal @60m

= 15 days

free

LANDSAT 8

1 PAN @15m

6 spectral bands
@30m

1 thermal @60m

= 15 days

free

SENTINEL-2A &
SENTINEL-2B

4 spectral bands
@10m

6 spectral bands
@20m

3 spectral bands
@60m

= 10 days (A)
= 5 days (A+B)

free

Table 2.2. The basic spectral characteristics of high spatial satellite remote sensing data which are

available free of charge

2.3.3. Optical satellite data of very high spatial resolution

In addition to the satellite data provided free of charge by US and EU national programs presented in

the previous two tables and reaching a spatial resolution of 10 meters (e.g. Sentinel-2) there are now

several private companies providing commercial satellite data of very high spatial resolution. and

specifically from 30cm up to 5m. The following table 2.3 summarizes the key spectral characteristics of

very high spatial resolution satellite data available from private companies.

Satellite system

Characteristics

Spectral and spatial

resolution Time resolution Cost
PlanetLabs 3 spectral bands @5m = 1 day = 0.95€ / km2
RAPIDEye 4 spectral bands @5m = 1 day = 0.95€ / km2
KazEOSat-2 1PAN @1m =1 day = 5.9€/km2
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4 spectral bands @4m

. 1 PAN @1m - =
Deimos 4 spectral bands @4m = 1 day = 6.0€ / km2
. 1 PAN @50cm . -
Worldview-2 8 spectral bands @2.4m = 1 day = 22€ [ km2
1 PAN @34cm
Worldview-3 8 spectral bands @1.38m = 1 day = 29€ / Km2

8 SWIR bands @7.5m
12 CAVIS bands @30m

Table 2.3. The basic spectral characteristics of very high spatial satellite remote sensing data

2.3.4. Radar satellite data
Finally, free radar satellite data from the two satellites SENTINEL-1A and SENTINEL-1B are available

from ESA. Their main features are presented in table 2.4.

Characteristics
el syEE Spectral and spatial resolution Tlme_ Cost
resolution

Strip Map Mode @5mx5m

SENTINEL-1A Wide Swath Mode @5m x 20m
& . = 1 day free
SENTINEL-1B Extra-wide Swath Mode @25m x
100m
Wave Mode @5m x 20m
Table 2.4. The basic spectral characteristics of remotely sensed radar data
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3. Remote sensing raster data

During the implementation phase of this work package, the goal was to investigate the freely available
remote sensing data and to collect the historical data for the study area. The second goal was to
automate the process of uploading remote sensing data and automate the processing of important
indices for the IR2ZMA system. At the same time, a key step in any remote sensing research work is in
addition to the collection and preprocessing of data, the step of photo-interpretation, the process of
recognizing phenomena and objects in remote sensing representations through image observation
and methodical pattern recognition and recording.

Within the framework of the project, a system is specified that automatically collects remote sensing
data, processes them and enters them in the geospatial database. During the project, a fully
automated system for uploading and processing remote sensing data was developed.

For the implementation of the satellite monitoring system of the IR2ZMA project, it was chosen to use
free data of high resolution. The system automatically connects to the USGS and Copernicus
databases and alternatively to the respective data warehouses on Amazon Cloud Infrastructure (AWS)
where this data is hosted and monitors the availability of new satellite receivers on a daily basis. If
there is new data, it is downloaded to the spatial database of the project and serves all other systems
of the project with Landsat 8 and Sentinel 2 images with a spatial resolution of 10-30m. The selection
of the above data was based on a) their free availability, b) the extensive available literature of Landsat
data and c) the research interest in investigating the Sentinel 2 data for the monitoring of vegetation

parameters.

3.1. Landsat 7-8 data downloading

Searching and downloading Landsat data has been open to the public for a number of years and is
done through multiple USGS services. The most common service is the EarthExplorer service (Figure
3.1)
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Figure 3.1: Search for Landsat remote sensing data

The service collected the Landsat image codes from 1974 until mid-2019. Then, via the available

USGS BulkDownloadTool application, it was possible to download the satellite data (Figure 3.2).
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Figure 3.2: Bulk Landsat data upload

During this process, all the data that cover even partially the study area were downloaded. The images
that cover the area are Flight Line Scenes 184, 183 and Series 033 and 034. All images available from
EarthExplorer have been uploaded with the oldest being a 1974 Landsat 5 MSS image. much later
with the first for the study area being 1984 (LT51850331984183XXX02) (Figure 3.3).
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Figure 3.3: The oldest Landsat Thematic Mapper 5 image of the study area since 1984.

3.2. Sentinel 2A data downloading

Searching and uploading Sentinel 1 and 2 data is available to the general public through the European

Union and ESA Copernicus SciHub service (https://scihub.copernicus.eu/). Figure 3.4 shows the

Sentinel 2A and 2B multispectral data retrieval and upload process.

Welcome to the Sentinels Scientific/Other use Data Hub

The Sentinels Scientific Data Hub provides complete, free and open access to Sentinel-1 and Sentinel-2 user products, starting from the

In-Orbit Commissioning Review (I0CR).
(" p y
e Q.
s‘/ A

Sdentific Hub : access point for al sentinel mission with access to the interactive graphical user interface
tfor APT users with no graphical interface. All APT users regularly downloading the latest data are encouraged to use this access point

For more details of request of help support please send an e-mailto cosuppart@copernicus.esant

Statistics

5170 14864 345
(51+52) (Scitub + APT Hub) (SciHub + APT Hub)
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Figure 2.4-2.6: Access to Sentinel 1 and 2 data from the Copernicus SciHub service

As part of the project, all Sentinel 2A data from the beginning of 2018 that became available by

mid-2021 was downloaded.
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4. Processing Remote Sensing Data with FOSS

For the implementation of the Remote Sensing data processing workflows, the design of the project
was to only use Free and Open Source Geospatial Software from the Open Source Geospatial
Foundation (OSGeo) stack. OSGeo is a not-for-profit software foundation. OSGeo has US 501(c)(4)
legal status as a not-for-profit organization. OSGeo's vision is to empower everyone with open source

geospatial software.

This section provides details about the specific OSGeo and FOSS4G software that have been reused

for the implementation of the IR2ZMA processing workflows.

4.1. GRASS GIS

The Geographic Resources Analysis Support System, commonly referred to as GRASS, is a
Geographic Information System (GIS) providing powerful raster, vector, and geospatial processing
engines in a single integrated software suite. GRASS GIS includes tools for spatial modeling,
visualization of raster and vector data, management and analysis of geospatial data, and the
processing of satellite and aerial imagery. It comes with a temporal framework for advanced time
series processing and a Python API for rapid geospatial programming. GRASS GIS has been
optimized for performance and large geospatial data analysis. It also can produce sophisticated
presentation graphics and hardcopy maps. GRASS GIS has been translated into many languages and
supports a huge array of data formats.

GRASS GIS is used around the world in academic and commercial settings as well as by many
governmental agencies and environmental consulting companies. It runs on a variety of popular
hardware platforms and is Free open-source software released under the terms of the GNU General
Public License.

The GRASS GIS software includes more than 400 built-in analysis modules. Additionally, over 100
community supplied modules and toolboxes are available for free from the Add-on repository. After
more than 30 years of continuous development GRASS GIS is both the longest maintained and
largest Open Source GIS available. It is easily scriptable and versatile enough to be used both for
batch data processing on massively-parallel supercomputers as well as a handy desktop GIS for
handheld PDAs or netbooks.
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Figure 4.1. A GRASS GIS software example screenshot

Details

Website: https://grass.osgeo.org/

Licence: GNU General Public License (GPL) version 2+
Software Version: 7.8.5

Supported Platforms: GNU/Linux, Mac OSX, MS Windows

API Interfaces: C, Python, Bourne Shell

Support: https://grass.osgeo.org/about/community/

4.2. GDAL

Geospatial Data Abstraction Library (GDAL/OGR) provides command-line utilities to translate and
process a wide range of raster and vector geospatial data formats. The utilities are based upon a
cross platform, C++ library, accessible via numerous programming languages. As a library, it presents
a single abstract data model to the calling application for all supported formats.

GDAL/OGR is the most widely used geospatial data access library. It provides the primary data access
engine for many applications including MapServer, GRASS, QGIS, and OpenEV. It is also utilized by
packages such as OSSIM, Cadcorp SIS, FME, Google Earth, VTP, Thuban, ILWIS, MapGuide and
ArcGIS.
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Core Features include:

Command-line utilities for data translation, image warping, subsetting, and various other

common tasks

Highly efficient raster data access, taking advantage of tiling and overviews
Support for large files - larger than 4GB

Library access from Python, Java, C#, Ruby, VB6 and Perl

Coordinate system engine built on PROJ.4 and OGC Well Known Text coordinate system

descriptions

Popular Supported Formats

GDAL supports over 140 raster formats, and OGR over 80 vector formats. These include:

Raster: GeoTIFF, Erdas Imagine, SDTS, ESRI Grids, ECW, MrSID, JPEG2000, DTED, NITF,

GeoPackage and more ...

Vector: GeoPackage, ESRI Shapefile, GML, GeoJSON, AutoCAD DWG, Maplinfo (tab and

mid/mif), ESRI Coverages, ESRI Personal Geodatabase, DGN, PostGIS, Oracle Spatial, and

more.
Implemented Standards

The OGR vector data model is compliant with the OGC Simple Features specification.

GDAL/OGR and PROJ.4 X

| Sl B
http://www.gdal.org f/? \
http://proj.osgeo.org G DA '

GDAL for Raster Data - The Geospatial Data Abstraction Library

Arc/Info ASCII Grid, Arc/Info Binary Grid (.adf), AIRSAR Polarimetric, Microsoft Windows Device Independent Bitmap (.bmp), BSB
Nautical Chart Format (.kap), VTP Binary Terrain Format (.bt), CEQS (Spot for instance), First Generation USGS DOQ (.doq), DODS /
OPeNDAP, New Labelled USGS DOQ (.doq], Military Elevation Data (.dtO, .dt1), ERMapper Compressed Wavelets (.ecw), ESRI .hdr
Labelled, ENVI .hdr Labelled Raster, Envisat Image Product (.n1}, EOSAT FAST Format, FITS (.fits), Graphics Interchange Format
(.gif), GMT Compatible netCDF, GRASS Rasters, Golden Software ASCIl Grid, Golden Software Binary Grid, Golden Software Surfer 7
Binary Grid, TIFF / GeoTIFF [.tif), GXF - Grid eXchange File, Hierarchical Data Format Release 4 (HDF4), Hierarchical Data Format
Release 5 (HDFS), Erdas Imagine (.img), Vexcel MFF2, Idrisi Raster, Image Display and Analysis (WinDisp), ILWIS Raster Map
{.mpr,.mpl), Japanese DEM (.mem), JPEG JFIF (.jpg), JPEG2000 [JPEG2000, JPZKAK, JPZECW, JP2ZMrSID), NOAA Polar Orbiter Level
1b Data Set (AYHRR), Erdas 7.x .LAN and .GIS, Daylon Leveller Heightfield, In Memory Raster, Vexcel MFF, Multi-resolution Seamless
Image Database, Meteosat Second Generation, NDOF, NITF, NetCDF, OGDI Bridge, PCl .aux Labelled, PClI Geomatics Database File,
Portable Network Graphics (.png), PCRaster (.map), Netpbm [.ppm,.pgm), Swedish Grid RIK (.rik), RadarSat2 XML (product.xml},
ArcSDE Raster, USGS SDTS DEM (*CATD.DDF), Raster Matrix Format (*.rsw, .mtw), SAR CEQS, SGI Image Format, USGS ASCII DEM
(.dem), OGC Web Coverage Server, X11 Pixmap (.xpm)

OGR for Vector Data - Simple Feature Library

Arc/Info Binary Coverage, Comma Separated Value [.esv], DODS/OPeNDAP, DWG, DXF, ESRI Personal GeoDatabase, ESRI ArcSDE, ESRI
Shapefile, FMEObjects Gateway, GML, GMT Mapping, GRASS Vectors, INTERLIS, Google Earth KML, Mapinfo File, Microstation DGN,

Spatial MySQL, OGDI Vectors, ODBC generic database access layer, Oracle Spatial, PostgreSQL PostGIS, 5-57 (ENC), SDTS, SQLite, UK
NTF, U.S. Census TIGER/Line, VET - Virtual Datasource, Informix DataBlade
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Figure 4.2. GDAL/OGR and PROJ.4 Raster and vector feature list

Details

Website: https://adal.ora/

Licence: X/MIT style Open Source license

Software Version: 3.2.1

Supported Platforms: Windows, Linux, Mac

API Interfaces: C, C++, Python, Java, C#, Ruby, VB6 and Perl

Support: https://lists.osgeo.org/mailman/listinfo/gdal-dev, https://www.osgeo.org/service-providers/

4.3. OrfeoToolbox

ORFEO Toolbox Library (OTB) is a high performance image processing library. It is primarily used for
processing large remote sensing images such as those gathered by radars, satellites and aerial
photography. OTB provides tools for optic and radar images (tridimensional aspects, segmentation,
classification, changes detection, texture analysis, pattern matching, and optic/radar
complementarities), many of which can be run on laptops with limited resources.

OTB is also shipped with a set of extensible ready-to-use tools for classical remote sensing tasks and
a fully integrated application called Monteverdi, which is a fast viewer that allows users to visualize
multiple layers, and call OTB processing tools from a menu entry.

OTB has been funded by the French Space Agency (CNES) in the frame of the Methodological Part of
the ORFEO/Pleiades Accompaniment Program and has been actively developed since 2006. It is
based on the ITK image processing library and is distributed as Free/Libre Open Source software
(FLOSS).

28


https://gdal.org/
https://lists.osgeo.org/mailman/listinfo/gdal-dev
https://www.osgeo.org/service-providers/

Mo tewersi - 115_30m_roiif -+ x

fihier (e AMuhape  Adde

3 O g e[mamameson ;|

Histogramime EE

B 10001 2001 400

Aparga | Histogramme
g e la che arvicgn -4
Modaa: bt [0 |remicue]

G | —

[ | s Haut. |
U0 | B ARt 199240 10 | i M

Wadzon  [lzooe o]

¥ £ Haut >
T 525 2306031 16503157 145 | miniax

e 2o ) 2o o am
a B Haut [
P Err.onnnss7ed 16003252360 miniha

e zcoe  [ofoos  [of x|

=

Bl | chobsdes canaux Ragrags s ta aynamigue
Pl e couche 2E
= 45 =3 iy
11 is . (T ) [ et e ;

nam "
= He_tom_.. Mormal 539308

Fosition | 390, %571 || {N 202008 ;W A5.B122 U] [ R: 5TT3; V: 5400 B: 5502 ] | ez dezoom (S

Figure 4.3. GDAL/OGR and PROJ.4 Raster and vector feature list

Core Features:

e image access: optimized read/write access for most remote sensing raster formats (also
JPEG2000 formats), meta-data access and visualization;

e orthorectification using DEM, map reprojection and sensor model refinement

e optical and SAR calibration

e image fusion

e filtering: blurring, denoising, enhancement...

e feature extraction: interest points, alignments, lines...

e object detection

e large scale image segmentation: region growing, mean-shift, watershed, level sets...

e sample selection framework for training

e classification: both supervised and unsupervised algorithms coming from OpenCV , Shark,
libSVM or custom implementations (K-means, Markov random fields, SVM, Random Forest,
.)

e regression using machine learning methods from OpenCV (SVM, Random Forest, ...)

e object-based image analysis

e geospatial analysis

e stereoscopic reconstruction from optical images

e SAR data analysis : calibration, polarimetry analysis

e change detection.

Details

Website: https://www.orfeo-toolbox.org/
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Licence: Apache v2.0

Software Version: 6.6.1

Supported Platforms: Linux, Mac, Windows
API Interfaces: C++

Commercial Support: OSGeo service providers

4.4. QGIS

QGIS is a user-friendly, Open Source, GIS client where you can visualize, manage, edit, analyse data,
and compose printable maps. It includes powerful analytical functionality through integration with
GRASS, SAGA, Orfeo Toolbox , GDAL/OGR and many other algorithm providers. It runs on Linux,
Unix, Mac OSX, and Windows and supports numerous vector, raster and database formats and

functionality.
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Figure 4.4. QGIS example screenshot

Core Features:
e Friendly graphical user interface:
o identify/select features
o edit/view/search attributes
o on the fly projection
o print composer

o feature labeling
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o change vector and raster symbology
o add a graticule layer
o and more ...
e Easy Viewing of many Vector and Raster Formats
o database tables: PostgreSQL/PostGIS, Oracle Spatial, MS SQL Spatial, SpatiaLite
o most vector formats: including ESRI shapefiles, Mapinfo, SDTS and GML,
OpenStreetMap vectors
o raster formats such as digital elevation models, aerial photography or landsat imagery
e GRASS locations and mapsets
e Online spatial data served as OGC-compliant WMS, WMTS, WFS or WCS
e 2.5D rendering support
e Create, edit and export spatial data using:
o digitizing tools for GRASS and shapefile formats
o the georeferencer plugin
o GPS tools to import and export GPX format, convert other GPS formats to GPX, or
down/upload directly to a GPS unit
e Perform spatial analysis using integrated support for SAGA, OTB, MMGIS and GRASS
including:
o map algebra
o terrain analysis
o hydrologic modeling
o network analysis
o comprehensive searchable toolbox of functions
o define and run reusable analysis routines by chaining functions using a graphical
modelling tool
o and many others
e Publish to the internet
e Extensible plugin architecture
e Implemented Standards:
o OGC standards compliant (WMS, WFS, etc)

Details

Website: https://www.qqis.ora/en/site/

Licence: GNU General Public License (GPL) version 2

Software Version: 3.16.4

Supported Platforms: Windows, Linux, Mac, Unix

Community Support: https://qgis.org/en/site/forusers/support.html

Commercial Support: https://gqgis.org/en/site/forusers/commercial_support.html
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4.5. PostgreSQL and PostGIS

PostgreSQL is a powerful, open source object-relational database system that uses and extends the
SQL language combined with many features that safely store and scale the most complicated data
workloads. The origins of PostgreSQL date back to 1986 as part of the POSTGRES project at the
University of California at Berkeley and has more than 30 years of active development on the core
platform.

PostgreSQL has earned a strong reputation for its proven architecture, reliability, data integrity, robust
feature set, extensibility, and the dedication of the open source community behind the software to
consistently deliver performant and innovative solutions. PostgreSQL runs on all major operating
systems, has been ACID-compliant since 2001, and has powerful add-ons such as the popular
PostGIS geospatial database extender. It is no surprise that PostgreSQL has become the open source
relational database of choice for many people and organisations.

PostgreSQL comes with many features aimed to help developers build applications, administrators to
protect data integrity and build fault-tolerant environments, and help you manage your data no matter
how big or small the dataset. In addition to being free and open source, PostgreSQL is highly
extensible. For example, you can define your own data types, build out custom functions, even write
code from different programming languages without recompiling your database!

PostgreSQL tries to conform with the SQL standard where such conformance does not contradict
traditional features or could lead to poor architectural decisions. Many of the features required by the
SQL standard are supported, though sometimes with slightly differing syntax or function. Further
moves towards conformance can be expected over time. As of the version 13 release in September
2020, PostgreSQL conforms to at least 170 of the 179 mandatory features for SQL:2016 Core
conformance. As of this writing, no relational database meets full conformance with this standard.
PostGIS spatially enables the popular PostgreSQL object-relational database, allowing it to be used as
a back-end database for geographic information systems (GIS) and web-mapping applications.
PostGIS is stable, fast, standards compliant, with hundreds of spatial functions and is currently the
most widely used Open Source spatial database. PostGIS is used by diverse organisations from
around the world, including risk-averse government agencies and organisations storing terabytes of
data serving millions of web requests per day.

Database administration is available for desktop and the web via pgAdmin, phpPgAdmin, and others.
Data import/export can be done by command line tools (shp2pgsql, pgsql2shp, ogr2ogr, dxf2postgis)
or from desktop and web GIS clients. These clients can also map and manipulate PostGIS spatial data

tables.
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Figure 4.5. Management of PostGIS data from pgAdmin4

Core Features:

o

e ACID transactional integrity

Hundreds of spatial functions

Buffers, unions, overlays, distance and more

e R-Tree spatial index

e Multi-

user support

e Row-level locking

e Replication

e Partitioning

e Role-based security

e Table-spaces, schemas

Implemented

Standards:

e OGC standards compliant (SFSQL)

Details

Website: http://postgis.net


http://postgis.net

Licence: GNU General Public License (GPL) version 2
Software Version: 3.1.1
Supported Platforms: Windows, Linux, Mac

API Interfaces: SQL

4.6. MapServer

MapServer is an Open Source geographic data rendering engine written in C. Beyond browsing GIS
data, MapServer allows you create “geographic image maps”, that is, maps that can direct users to
web content. For example, the Minnesota DNR Recreation Compass provides users with more than
10,000 web pages, reports and maps via a single application. The same application serves as a “map
engine” for other portions of the site, providing spatial context where needed.

MapServer was originally developed by the University of Minnesota (UMN) ForNet project in
cooperation with NASA, and the Minnesota Department of Natural Resources (MNDNR). Later it was
hosted by the TerraSIP project, a NASA sponsored project between the UMN and a consortium of land
management interests.

MapServer is now a project of OSGeo, and is maintained by a growing number of developers (nearing
20) from around the world. It is supported by a diverse group of organizations that fund enhancements
and maintenance, and administered within OSGeo by the MapServer Project Steering Committee

made up of developers and other contributors.
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e Advanced cartographic output:

o

o

Scale dependent feature drawing and application execution
Feature labeling including label collision mediation
TrueType font support for labeling and symbolization

Map element automation (scalebar, reference map, and legend)
Thematic mapping using logical or regular expression-based classes
Plugable renderer support with drivers for AGG, Cairo and others
Special provisioning for tiled output generation

Mask Layers

Precise Symbol Placement

Complex Multi Label/Symbol Symbology

Vector Fields

Label Leader Offsetting
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e Sophisticated spatial query support:

o Identify features by attributes, point, bounding box or geometry across one or more

layers
o  Support for raster queries
o Fully customizable, template driven output
o OGR-based query output generation
e Support for popular scripting and development environments:
o CGl/FastCGl
o PHP, Python, Perl, Ruby, Java, and .NET
e Cross-platform support:
o Linux, Windows, Mac OS X, Solaris, and more
e A multitude of raster and vector data formats
o Native support for ESRI shapefiles, PostGIS and Oracle Spatial
o Many other formats via GDAL and OGR
e Map projection support:
o  On-the-fly map projection with 1000s of projections through the Proj.4 library
Implemented Standards:
e Support of numerous Open Geospatial Consortium (OGC) standards
o Web Map Service (WMS) (client/server)
o Web Feature Service (WFS) (non-transactional, client/server)
o  Web Map Context (WMC)
o Web Coverage Service (WCS)
o Filter Encoding (FE)
o Styled Layer Descriptor (SLD)
o Geography Markup Language (GML)
o Sensor Observation Service (SOS)
o OM
e INSPIRE View Service compliant
Details

Website: https://mapserver.org

Licence: MIT-style license

Software Version: 7.6.2

Supported Platforms: Windows, Linux, Mac

API Interfaces: C, PHP, Python, Perl, Ruby, Java, and .NET

Support: https:/m [Ver.or mmunit
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4.7. Apache web server

The Apache HTTP Server Project is a collaborative software development effort aimed at creating a
robust, commercial-grade, featureful, and freely-available source code implementation of an HTTP
(Web) server. The project is jointly managed by a group of volunteers located around the world, using
the Internet and the Web to communicate, plan, and develop the server and its related documentation.
This project is part of the Apache Software Foundation. In addition, hundreds of users have
contributed ideas, code, and documentation to the project. This file is intended to briefly describe the
history of the Apache HTTP Server and recognize the many contributors.

Apache Software exists to provide robust and commercial-grade reference implementations of many
types of software. It must remain a platform upon which individuals and institutions can build reliable
systems, both for experimental purposes and for mission-critical purposes. We believe that the tools of
online publishing should be in the hands of everyone, and that software companies should make their
money by providing value-added services such as specialized modules and support, amongst other
things. We realize that it is often seen as an economic advantage for one company to "own" a market -
in the software industry, that means to tightly control a particular conduit such that all others must pay
for its use. This is typically done by "owning" the protocols through which companies conduct
business, at the expense of all those other companies. To the extent that the protocols of the World
Wide Web remain "unowned" by a single company, the Web will remain a level playing field for
companies large and small. Thus, "ownership" of the protocols must be prevented. To this end, the
existence of robust reference implementations of various protocols and application programming
interfaces, available free to all companies and individuals, is a tremendously good thing.

Furthermore, the Apache Software Foundation is an organic entity; those who benefit from this
software by using it, often contribute back to it by providing feature enhancements, bug fixes, and
support for others in public lists and newsgroups. The effort expended by any particular individual is
usually fairly light, but the resulting product is made very strong. These kinds of communities can only
happen with freely available software -- when someone has paid for software, they usually aren't
willing to fix its bugs for free. One can argue, then, that Apache's strength comes from the fact that it's
free, and if it were made "not free" it would suffer tremendously, even if that money were spent on a
real development team.

The vast majority of Apache HTTP Server instances run on a Linux distribution, but current versions
also run on Microsoft Windows, OpenVMS, and a wide variety of Unix-like systems. Past versions also
ran on NetWare, OS/2 and other operating systems, including ports to mainframes.

Originally based on the NCSA HTTPd server, development of Apache began in early 1995 after work
on the NCSA code stalled. Apache played a key role in the initial growth of the World Wide Web,
quickly overtaking NCSA HTTPd as the dominant HTTP server. In 2009, it became the first web server
software to serve more than 100 million websites. As of January 2021, Netcraft estimated that Apache
served 24.63% of the million busiest websites, while Nginx served 23.21% and Microsoft is in third

place at 6.85% (for some of Netcraft's other stats Nginx is ahead of Apache), while according to
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W3Techs, Apache is ranked first at 35.0% and Nginx second at 33.0% and Cloudflare Server third at
17.3%.

38



5. OGC web services

The Open Geospatial Consortium (OGC) was founded in 1994 with the aim of making geographic
information a key element of the global information infrastructure. OGC members - providers and
users of technology - work together to develop open interface and coding standards, as well as best
techniques, allowing developers to create information systems that can easily exchange spatial
information and interact with other information systems. . Requirements range from complex
programming and control of Earth tracking satellites, to displaying simple maps on the internet and
encoding location information into a few bytes of information for composing messages and positioning
geo-tagging. A quick look at the list of OGC working groups reveals the wide scope of OGC's current

activity. (http://www.opengeospatial.org/projects/groups/wg)

Web Services Framework Of
OGC Geoprocessing Standards
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Figure 5.1: ORM reference model that provides a summary of OGC standards.
The OGC core template line includes OGC standards (http://www.opengeospatial.org/standards) for
interfaces, coding, profiles, application schemes, and technical specification texts for work
optimization. The OGC Reference Model (ORM) (http://www.opengeospatial.org/standards/orm)
describes these standards and their relationship to the corresponding ISO standards. The ORM
reference model provides a summary of OGC standards and is a valuable resource for defining

specific application architectures.
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When developing web application applications using OGC templates (and learning the relationships
between templates) it helps to think of publishing, searching and linking as basic functions to be

performed in an online services environment.

e Post: Resource providers advertise their resources.
e Search: End users and their applications can discover resources while running applications.
e Interface: End users and their applications can access and perform resource operations while

running applications.

Most OGC standards have been developed in recent years within the online services environment,
and these standards are collectively referred to as OGC Web Services (OWS). Figure 5.1 provides an
overview of the architecture for OGC Internet Services. This schema identifies the general categories

of services involved in various site processing and activities.

The acronyms in the figure 5.1 are defined below. Some of these OGC standards and more are
published as "Consultation Texts", "Requirements" and "Reference Texts". (Note that some of these

texts are candidate templates and are not yet available to everyone except OGC members.)

e (Catalogue Service for the Web (CSW)

e Filter Encoding (FE)

e Geography Markup Language (GML)

e KML Encoding Standard (KML)

e Sensor Model Language (SensorML)

e Style Layer Descriptor (SLD)

e Sensor Observation Service (SOS)

e Web Coverage Service (WCS)

e Web Feature Service (WFS)

e Web Map Service (WMS)

e Web Processing Service (WPS)

e Sensor Planning Service (SPS)

e Web Terrain Service (WTS)

e Grid Coverage Service

e Coordinate Transformation Service

e Web Coverage Processing Service (WCPS)
e Web Map Tile Service (WMTS)

e Simple Features (SF)

e Sensor Web Enablement (SWE)

e XML for Image and Map Annotation (XIMA)
e CityGML

e GeosciML

e GMLin JPEG 2000

e Observations and Measurements (O&M)

e Symbology Encoding
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e Transducer Markup Language (TML)

5.1. OGC Web Map Service

OGC Web Map Service provides a simple HTTP protocol interface for requesting and retrieving

georeferenced map images from one or more distributed spatial databases. The server's response to

the request from each user is one or more images (in JPEG, PNG, etc.) that can be easily displayed in

a browser and in local applications on the desktop. (http://www.opengeospatial.org/standards/wms)

The WMS standard defines three functions:

e GetCapabilities (required): Get metadata about the service, in computer-readable format (and

from humans), description of WMS service information, and acceptable parameters when

calling the service.

e GetMap (required): Get a map image whose spatial and geometric dimensions are fully

defined.

e GetFeaturelnfo (optional): Query to get information about a specific feature displayed on the

map.

This template has been implemented in hundreds of software, many of which are listed at

(http://www.opengeospatial.org/resource/products/compliant).

The OGC® Web Map Service Interface Standard provides a
simple way to portray geographic data held in diverse data
repositories.
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Figure 5.2: The WMS standard as a viewing service.
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5.2. OGC Web Feature Service

The OGC® Web Feature Service template defines web features for retrieving and editing vector

geographic features, such as roads or lake boundaries. (http://www.opengeospatial.org/standards/wfs)
The WFS standard defines procedures that allow its users to:

e Find out which feature sets are available (GetCapabilities)
e Describe the descriptive fields for the features (DescribeFeatureType)
e Retrieve a collection or piece of data through a filter (GetFeature)

e Add, correct or delete features (Transaction)

All WFS services support data entry and output using the Geography Markup Language (GML)

standard. Some WFS services also support other encodings, such as GeoRSS or shapefiles.

Users typically interact with WFS services through browsers or GIS software, which allow them to
access data levels from external sources over the Internet. A great example of using a WFS service to
provide open and interoperable access to vast amounts of spatial information through a government
website is the USGS WFS service provided as part of the development of the US National Spatial
Data Infrastructure (NSDI) (http: // frameworkwfs.usgs.gov/). Selected spatial information levels are

offered as WFS service information levels and through a browser interface provided by USGS.

The OGC® Web Feature Service Interface Standard
provides access to feature data.
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Figure 5.3: The WFS standard as a data transfer service.

42



5.3. OGC Web Coverage Service

The OGC® Web Coverage Service (WCS) standard defines a standard interface and functions that
allow interoperable access to grid coverages. This term typically describes data such as remote
sensing images, satellite imagery, digital aerial photographs, digital terrain models, and other
phenomena that can be represented by values at each measurement point.
(http://www.opengeospatial.org/standards/wcs)

The OGC WCS standard refers to an online data service. The WCS standard defines a data access
service that allows grid data, such as digital terrestrial models, to be retrieved via HTTP. A server's
response to a WCS request includes grid data metadata and output data whose pixels are encoded in

a specific digital image standard such as GeoTIFF or NetCDF.

As with other OGC standards, there are many excellent examples of WCS services in use. One such
example is the NDBC High Frequency (HF) Radar WCS service developed and published by the US
NOAA Service (http://hfradar.ndbc.noaa.gov/). HF radar is used for remote sensing observation and
measurement of ocean currents. Another example is NASA's WCS service for accessing AIRS

(Atmospheric Infrared Sounder) system data:

http://idn.ceos.org/KeywordSearch/Metadata.do?Portal=webservices&KeywordPath=+Project%3A+Sh
ort_Name%3D % 27EOS% 27] & Entryld =

NASA_GES DISC_AIRS_Atmosphere Data_Web_ Coverage Service & MetadataView = Full &
MetadataType = 1 & Ibnode = mdlb1

This is a WCS service from the available Goddard Data and Information Center services that provide

level 3 atmospheric data from NASA's Aqua satellite.
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The OGC® Web Coverage Service Interface Standard
enables access to coverages (satellite images, elevation
data, etc.) held in diverse data repositories.
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Figure 5.4: The WCS standard as a virtual data download service.
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6. System architecture

The implementation of the project information system was carried out on private cloud infrastructure of
EOfarm with the ability to store huge volumes of data and at the same time the availability of large
volumes of system memory, as well as multiple computing cores to handle the processing of remote

sensing data and other system calculations.

Due to the physical characteristics of the server, the implementation of the system was chosen
following the good practice of implementing complex systems through containers technology and
specifically in the Docker technology, applied on a GNU / Linux operating system. Based on this

technology, the following services were defined for the project:

e Data Download Service

e Raster Storage Service

e Spatial Database Service

e Processing Service

e View and Download Web Services

Figure 6.1 presents in detail the graphical representation of the system architecture, as it was
designed for the above hardware. The logic of the architecture was in the n-tier design, with the
disconnection of the database from the web servers but also from the data storage unit for greater
flexibility and future scalability. The following section describes the individual subsystems of the

architecture.
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6.1. Data Download Service

This service consists of a container in which an appropriate code is implemented in Python
programming language with the basic function of automatically uploading the remote sensing data
Landsat and Sentinel from the international repositories to the project server. The service operates
continuously and uploads new data within a few hours of its appearance in the USGS and ESA
international repositories. The data is searched in the corresponding international spatial queries and
uploaded to the NFS file system for distribution to other subsystems.
More specifically, the service is implemented by the appropriate Python scripts that are available as
free software in the EOfarm GitHub repository (https://github.com/EOFarm). Uploading Landsat data
required registration with the USGS EarthExplorer service so that data can then be downloaded using
USGS Certified Data Access.
To download Landsat data 3 ways to use the code have been implemented:
( https://github.com/EOFarm/L ANDSAT-Downl lob/m r/download_lan _scene.py )
e Repeat search with Landsat scene coordinates (eg 184,033) for Messolonghi (parameter -s),
start date (parameter -d), and end date (parameter -f). In case the expiration parameter does
not exist, the current date is considered. Example usage: download_landsat_scene.py -o
scene -b LC8 -d 20190101 -s 184033 -u usgs.txt --output /mnt/data/LANDSATS8/NO/
e Search a directory with Landsat scene coordinates (eg 184,033) for Messolonghi (parameter
-s), start date (parameter -d), and end date (parameter -f). In case the expiration parameter
does not exist, the current date is considered. Example usage: download_landsat_scene.py -0
catalog -b LC8 -d 20190101 -s 184033 -u usgs.txt --output /mnt/data/LANDSAT8/NO/
e Using image list, for example: download_landsat_scene.py -o liste -l list_landsat8.txt -u
usgs.txt --output /mnt/data/LANDSATS8/NO/
For the download of Sentinel data an appropriate library has been implemented with the following
parameters:
e Point or polygon coordinates
e Scene number
e Date
( https://github.com/EQFarm/Sentinel-downl lob/m r/Sentinel_download.py )
The library was implemented based on the instructions of the well-documented ESA api:

https://scihub.copernicus.eu/userguide/5SAPIsAndBatchScripting. To use the library, registration in the

SciHub repository is required.

6.2 Raster Storage Service

This service consists of a container with a direct connection to the storage disks to which all the
geospatial data are stored in a suitable structure in the file system. The service is implemented in the

GNU/Linux operating system of the project server in an Internet NFS file system service, so that it can
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share files access to other subsystems. The storage disks are implemented on a RAID 5 array and
with simultaneous use of LVM technology for future capacity expansion.

This service stores both the raw data from the satellite imaging providers, as well as the intermediate
results of the edits, as well as the system files of the database for protection from data loss from

possible hardware failure.
6.3 Spatial Database Service

This service consists of a set of containers that implement the system database, where all the
metadata of the raster data are stored and managed. This service is connected with the storage
service to secure the content of the database. For the implementation of this service the PostgreSQL
database was selected (more details in section 4.5) with the geospatial extension PostGIS.

More specifically for the IR2ZMA project an object-relational database schema was developed to store
the metadata of the raster datasets that are ingested into the system. Such metadata include the
spatial resolution, the dataset identifiers, keywords, bounding boxes, spatial reference systems,
acquisition date and time etc. The schema of the spatial database is presented in Figure 6.2. In Figure
6.3 a spatial query to the spatial database is presented. The result set included all the available raster
datasets of the IR2ZMA area of interest for the year 2020.
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Figure 6.3: The result of a spatial query

6.4 Raster Processing Service

This service consists of a set of containers in which the appropriate software is installed for the
pre-processing and analysis of remote sensing data before being stored in the database management
system.

The service is implemented by the free software of OSGeo:

e GDAL: The Geospatial Data Abstraction Library (GDAL / OGR) provides tools for converting
and editing a wide variety of vector and raster formatting of geospatial data files. These tools
are based on a portable (cross platform) C++ library accessible from almost all other
programming languages. As a library it represents through an abstract model all the supported
formulations. Today it is the most popular geospatial data management library. It works on the

data access engine in many known software such as: MapServer, GRASS, QGIS, and
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OpenEV. ltis also supported by packages such as: OSSIM, Cadcorp SIS, FME, Google Earth,
VTP, Thuban, ILWIS, MapGuide and ArcGIS.

GRASS GIS: GRASS (Geographic Resources Analysis Support System) software is a
Geographic Information System (GIS) that provides powerful geospatial processing
mechanisms for vector data and visual data in a complete software suite. GRASS software
includes tools for spatial modeling, visualization of pictorial and vector data, management and
analysis of geospatial data, and processing of satellite images and aerial photographs. It also
provides the ability to produce complex graphics for presentations and map printing. GRASS
has been translated into 20 languages and supports a wide range of data standards. GRASS
is used worldwide in academic and commercial applications as well as in many government
agencies and environmental consulting firms. The software runs on many popular hardware
platforms and is Free Software under the terms of the GNU General Public License. The
GRASS program includes more than 400 units of analysis software. In addition, over 100
applications and toolbars are provided by the community at no cost to the community wiki.
After 30 years of continuous development, GRASS software is at the same time the oldest
and largest available Open Source Geographic Information System. It is easily scalable and
flexible for use both in bulk editing processes and in a supercomputer environment as well as
for use by a personal computer or handheld.

Orfeo Toolbox: The Orfeo Toolbox (OTB) is a set of high performance image analysis software
tools (library). Its main use is for the processing of remote sensing images such as those
collected by radar, satellte remote sensing receivers and airborne receivers (aerial
photographs). OTB provides tools for optical images and radar images (3D perspectives,
image segmentation, sorting, change detection, texture analysis, pattern matching, optical
data and radar imaging). OTB was established by the French Space Agency (CNES) under
the Methodological Part of the ORFEO program. It has been under active development since
2006. OTB is based on the established ITK (v4) medical image analysis library and is free

software.

The main function of the service is the implementation of pre-processing stages such as radiometric

correction and geometric correction of data, immediately after retrieving data from data access

sources and before storing in the geospatial database.

6.5 View and Download Web Services

This service consists of two sets of containers where the appropriate software is installed for the

dissemination of remote sensing data to system users either via the Internet or through access from
GIS software (e.g. QGIS) (Figure 6.1).

Viewing and downloading services are implemented by the free Apache Web Server software and the

free MapServer software of OSGeo Organization. This software will aim to provide network access

(internal or internet) to both local users and remote services (other project software subsystems). For
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more details about MapServer please see section 4.6. MapServer containers have been deployed to

the project cloud infrastructure, using the docker file presented in figure 6.2.

Through the deployment of MapServer, the end users of the system of the present project can access
the data, either through web services (OGC WMS, WFS, WCS) or through direct connection of QGIS

software to the service of viewing and downloading the remote sensing data.

The source code of the service is available on GitHub (https://github.com/EOFarm/docker-mapserver).
The View and Download web services were implemented for the entire set of remote sensing data

(more details on Section 8)

FROM ubuntu:18.04
LABEL maintainer="info@eofarm.com"

# let's copy a few of the settings from /etc/init.d/apache2
ENV APACHE CONFDIR=/etc/apache2 \
APACHE_ENVVARS=/etc/apache2/envvars \
# and then a few more from SAPACHE CONFDIR/envvars itself
APACHE RUN USER=www-data \
APACHE RUN GROUP=www-data \
APACHE RUN DIR=/var/run/apache2 \
APACHE PID FILE=/var/run/apache2/apache2.pid \
APACHE_LOCK_DIR=/var/lock/apache2 \
APACHE LOG_DIR=/var/log/apache2 \
LANG=C \
TERM=1linux \
MS MAPFILE=/etc/mapserver/mapserver.map

RUN apt-get update && \
apt-get install --assume-yes --no-install-recommends ca-certificates apache?2
libapache2-mod-fcgid curl \
1ibfribidi0 librsvg2-2 libpg5 libpngl6-16 libjpeg8 libgif7 libgeos-clvb
libfcgiOldbl libgdal20 \
libxsltl.1l libprotobuf-cl libcap2-bin && \
apt-get clean && \
rm -rf /var/lib/apt/lists/* && \
echo 'Allow apache2 to bind to port <1024 for any user' && \
curl -L
https://github.com/kelseyhightower/confd/releases/download/v0.14.0/confd-0.14.0-1inux-amd
64 > /bin/confd && \
setcap cap net bind service=+ep /usr/sbin/apache2 && \
apt-get --purge autoremove -y curl libcap2-bin

RUN a2enmod fcgid headers status && \
a2dismod -f auth basic authn file authn core authz user autoindex dir && \
rm /etc/apache2/mods-enabled/alias.conf && \
mkdir --parent ${APACHE RUN DIR} ${APACHE_LOCK DIR} ${APACHE LOG_DIR}
/etc/confd/templates/ /etc/mapserver /etc/confd/conf.d && \
find "SAPACHE CONFDIR" -type f -exec sed -ri ' \
s!” (\s*CustomLog) \s+\S+!\1 /proc/self/fd/1!g; \
s!”(\s*ErrorLog) \s+\S+!\1 /proc/self/fd/2!g; \
T l{}l vt &&\
sed -ri 's!LogFormat " (.*)" combined!LogFormat "%{us}T $%${X-Request-Id}i \1"
combined!g' /etc/apache2/apache2.conf && \
echo 'ErrorLogFormat "$%{X-Request-Id}i [%$1l] [pid %$P] SM"' >>
/etc/apache2/apache2.conf && \
chmod a+rx /bin/confd && \
mkdir --parent /etc/confd/conf.d /etc/confd/templates /etc/mapserver
/docker-entrypoint.d

# Be able to install font as nonroot
RUN chmod u+s /usr/bin/fc-cache

EXPOSE 80

COPY runtime /
COPY target /usr/local/
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ENV MS_DEBUGLEVEL=0 \
MS_ERRORFILE=stderr \
MAX REQUESTS PER PROCESS=1000 \
MIN PROCESSES=1 \
MAX_PROCESSES=5 \
BUSY_TIMEOUT=300 \
IDLE_TIMEOUT=300 \
I0 TIMEOUT=40

RUN adduser www-data root && \

chmod -R g+w ${APACHE CONFDIR} ${APACHE RUN DIR} ${APACHE LOCK DIR} ${APACHE LOG DIR}
/etc/confd /etc/mapserver /var/lib/apache2/fcgid /var/log && \

chgrp -R root ${APACHE LOG DIR} /var/lib/apache2/fcgid
ENTRYPOINT ["/docker-entrypoint"]

CMD ["/usr/local/bin/start-server"]

Figure 6.2: MapServer Dockerfile

For better management and scalability of services, one view and one download web service was

implemented per product per year. Some examples of View Services (OGC WMS) are the following:

tCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8 TIR 2020.map&service=WMS&request=Ge
tCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.mapé&service=WMS&request=Ge

tCapabilities
Accessing the service capabilities through a web browser is shown in Figure 6.3

Some examples of Download Services (OGC WCS) are the following:

Capabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR 2020.mapd&service=WCS&request=Ge
tCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.map&service=WCS&request=Ge

tCapabilities
Accessing the service capabilities through a web browser is shown in Figure 6.4
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http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.map&service=WMS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2020.map&service=WCS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2020.map&service=WCS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2020.map&service=WCS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2020.map&service=WCS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.map&service=WCS&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2020.map&service=WCS&request=GetCapabilities

This XML file does not appear to have any style information associated with it. The document tree is shown below.

—<WMS_Capabilities version="1.3.0" xsi:schemalocation="http://www.opengis.net/wms http://schemas.opengis.net/wms/1.3.0/capabilities_1_3_0.xsd http://www.opengis.net/sld
http://schemas.opengis.net/sld/1.1.0/sld_capabilities.xsd http://mapserver.gis.umn.edu/mapserver http://150.140.202.118:82/cgi-bin/mapserv?’map=/etc/mapserver
J/IRMA/L8_SR_2020.map&service=WMS&version=1.3.0&request=GetSchemaExtension">

=<l
MapServer version 7.4.4 OUTPUT=PNG OUTPUT=JPEG OUTPUT=KML SUPPORTS=PROJ SUPPORTS=AGG SUPPORTS=FREETYPE SUPPORTS=CAIRO SUPPORTS=5VG_SYMBOLS SUPPORTS=RSVG SUPPORTS=ICONV SUPPORTS=FRIB
—<Service>
<Name>WMS5</Name>
—<Title>
Landsat 8 OLI Surface Reflectance products for 2020
<[Title>
—<Abstract>
Landsat 8 OLI Surface Reflectance products for 2020
</Abstract>
—-<KeywordList>
<Keyword>Landsat 8</Keyword>
<Keyword>LC8</Keyword>
<Keyword>Surface Reflectance</Keyword>
<Keyword>MapServer</Keyword>
<Keyword>EQ</Keyword>
<Keyword>2020</Keyword>
</KeywordList>
<0OnlineResource xlink:href="http://150.140.202.118:82/cgi-bin/mapserv?’map=/etc/mapserver/IRMA/L8_SR_2020.map&"/>
<ContactInformation> </ContactInformation>
<Fees>none</Fees>
<AccessConstraints>none</AccessConstraints>
<MaxWidth>4096</MaxWidth>
<MaxHeight>4096</MaxHeight>
</Service>
—<Capability>
-<Request>
—<GetCapabilities>
<Format>text/xml</Format>
-<DCPType>
—<HTTP>
—<Get>
<0OnlineResource xlink:href="http://150.140.202.118:82/cgi-bin/mapserv?’map=/etc/mapserver/IRMA/L8_SR_2020.map&"/>
</Get>
—<Post>
<0OnlineResource xlink:href="http://150.140.202.118:82/cgi-bin/mapserv?’map=/etc/mapserver/IRMA/L8_SR_2020.map&"/>
</Post>
</HTTP>
</DCPType>
</GetCapabilities>

Figure 6.3: Accessing OGC WMS from the browser
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This XML file does not appear to have any style information associated with it. The document tree is shown below.

—<wes:Capabilities xsi:schemalocation="http://www.opengis.net/wcs/2.0 http://schemas.opengis.net/wcs/2.0/wcsAll.xsd " version="2.0.1">
—-<ows:Serviceldentification>
—<ows:Title>
Landsat 8 OLI Surface Reflectance products for 2020
</ows:Title>
—<ows:Abstract>
Landsat 8 OLI Surface Reflectance products for 2020
</ows:Abstract>
—-<ows:Keywords>
<ows:Keyword>Landsat 8</ows:Keyword>
<ows:Keyword>LC8</ows:Keyword>
<ows:Keyword>Surface Reflectance</ows:Keyword>
<ows:Keyword>MapServer</ows:Keyword>
<ows:Keyword>EO</ows:Keyword>
<ows:Keyword>2020</ows:Keyword>
</ows:Keywords>
ServiceType codeSpace="0G(">0GC WCS</ows:ServiceType>
<ows:ServiceTypeVersion>2.0.1</ows:ServiceTypeVersion>
<ows:ServiceTypeVersion>1.1.1</ows:ServiceTypeVersion>
<ows:ServiceTypeVersion>1.0.0</ows:ServiceTypeVersion>
<ows:Profile>http://www.opengis.net/spec/WC5/2.0/conf/core</ows:Profile>
—<ows:Profile>
http://www.opengis.net/spec/WCS_protocol-binding_get-kvp/1.0/conf/get-kvp
</ows:Profile>
—-<ows:Profile>
http://www.opengis.net/spec/WCS_protocol-binding_post-xml/1.0/conf/post-xml
</ows:Profile>
—<ows:Profile>
http://www.opengis.net/spec/GMLCOV/1.0/conf/gml-coverage
</ows:Profile>
—<ows:Profile>
http://www.opengis.net/spec/GMLCOV/1.0/conf/multipart
</ows:Profile>
—-<ows:Profile>
http://www.opengis.net/spec/GMLCOV/1.0/conf/special-format
</ows:Profile>
—<ows:Profile>
http://www.opengis.net/spec/GMLCOV_geotiff-coverages/1.0/conf/geotiff-coverage
</ows:Profile>
—<ows:Profile>
http://www.opengis.net/spec/WCS_service-extension_crs/1.0/conf/crs
</ows:Profile>
—-<ows:Profile>
htto://mww.onengis.net/snec/WCS service-extension scaling/1.0/conf/scaling

Figure 6.4: Accessing OGC WCS from the browser
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7. Spectral indices

Spectral indices are combinations of spectral reflectance from two or more wavelengths that indicate the
relative abundance of features of interest. Vegetation indices are the most popular type, but other indices

are available for burned areas, man-made (built-up) features, water, and geologic features.

Vegetative Indices (VI) enable the acquisition of ecological information from satellite and drone data
through the analysis of multi- or hyperspectral imagery bands. The reflectance of light changes with
chlorophyll content, plant type, sugar content, water content within tissues and other factors. Due to this
fact, the spectral reflectance responses captured by satellite imagery can reflect the interaction and
coupling of carbon, nitrogen, and water cycles (Chang et al., 2016; Xue et al., 2017). A wide range of
plant characteristics can be inferred through various indices. These indices are also used to improve the
accuracy of classification algorithms. Indices enhance the spectral information and increase the
separability of the classes of interest. All of these factors result in an increase in quality of the Land Use
Land Cover (LULC) mapping produced (Ustuner et al., 2014). Indices have a dual function: providing
information about plant growth and health as well as helping categorize different land classifications
(mining, forest, bare soil, pasture, water surfaces, industrial etc.). The different combinations of vegetation
indices also enhance spectral characteristics of some crops while suppressing others (Kuzucu et al.,
2017).
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Figure 7.1. Spectral curves for various natural features (NASA, 2018)
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7.1. Normalized Difference Vegetation Index (NDVI)

Though we often take the plants and trees around us for granted, almost every aspect of our lives
depends upon them. They feed us, clothe us, absorb carbon dioxide, provide us with oxygen, and give us
building materials and medications. When drastic changes occur to the vegetation around us, our health,
economy, and environment are all affected. Twenty-five years ago, for instance, thousands of people
starved when the vegetation in the Sahel region of Africa dried up during an extended drought. Over the
past five decades deforestation in South America has left thousands of acres fallow and has destroyed
many species including possible valuable medications.

In an effort to monitor major fluctuations in vegetation and understand how they affect the environment, 20
years ago Earth scientists began using satellite remote sensors to measure and map the density of green
vegetation over the Earth. Using NOAA's Advanced Very High Resolution Radiometer (AVHRR), scientists
have been collecting images of our planet’s surface. By carefully measuring the wavelengths and intensity
of visible and near-infrared light reflected by the land surface back up into space, scientists use an
algorithm called a "Vegetation Index" to quantify the concentrations of green leaf vegetation around the
globe. Then by combining the daily Vegetation Indices into 8-, 16-, or 30-day composites, scientists create
detailed maps of the Earth’s green vegetation density that identify where plants are thriving and where

they are under stress (i.e., due to lack of water).

To determine the density of green on a patch of land, researchers must observe the distinct colors
(wavelengths) of visible and near-infrared sunlight reflected by the plants. As can be seen through a
prism, many different wavelengths make up the spectrum of sunlight. When sunlight strikes objects,
certain wavelengths of this spectrum are absorbed and other wavelengths are reflected. The pigment in
plant leaves, chlorophyll, strongly absorbs visible light (from 0.4 to 0.7 um) for use in photosynthesis. The
cell structure of the leaves, on the other hand, strongly reflects near-infrared light (from 0.7 to 1.1 ym).

The more leaves a plant has, the more these wavelengths of light are affected, respectively.
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Figure 7.2. Visible and Near Infrared bands of AVHRR sensor (https://earthobservatory.nasa.gov, 2021)
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Figure 7.3. NDVI of AVHRR sensor (https://earthobservatory.nasa.gov, 2021)

Vegetation appears very different at visible and near-infrared wavelengths. In visible light (top), vegetated
areas are very dark, almost black, while desert regions (like the Sahara) are light. At near-infrared
wavelengths, the vegetation is brighter and deserts are about the same. By comparing visible and infrared
light, scientists measure the relative amount of vegetation. (The variation in shade is more apparent in the
detail of the U.S. West Coast).
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Figure 7.4. NDVI spectral response calculation examples (https://earthobservatory.nasa.gov, 2021)

NDVI is calculated from the visible and near-infrared light reflected by vegetation. Healthy vegetation (left)
absorbs most of the visible light that hits it, and reflects a large portion of the near-infrared light. Unhealthy
or sparse vegetation (right) reflects more visible light and less near-infrared light. The numbers on the
figure 7.4 above are representative of actual values, but real vegetation is much more varied. (lllustration

by Robert Simmon, Source: https://earthobservatory.nasa.gov, 2021).

Nearly all satellite Vegetation Indices employ this difference formula to quantify the density of plant growth
on the Earth — near-infrared radiation minus visible radiation divided by near-infrared radiation plus
visible radiation. The result of this formula is called the Normalized Difference Vegetation Index (NDVI).

Written mathematically, the formula is (Eq. 7.1):

NIR - RED
NIR + RED

NIR — reflection in the near-infrared spectrum

NDVI =

RED - reflection in the red range of the spectrum

According to Eq. 7.1, the density of vegetation (NDVI) at a certain point of the image is equal to the
difference in the intensities of reflected light in the red and infrared range divided by the sum of these

intensities.

60



Calculations of NDVI for a given pixel always result in a number that ranges from minus one (-1) to plus
one (+1); however, no green leaves gives a value close to zero. A zero means no vegetation and close to

+1 (0.8 - 0.9) indicates the highest possible density of green leaves.

Landsat 8 Surface Reflectance Normalized Difference Vegetation Index (NDVI)
Path 44 Row 33 - Acquired 7 Oct 2018 Landsat 8 Path 44 Row 33 - Acquired 7 Oct 2018
nds 6,54

Figure 7.5. Landsat 8 Surface Reflectance (SR) and (right) the SR-derived Landsat Surface Reflectance
Normalized Difference Vegetation Index (NDVI) (Source: https://www.usgs.gov 2021)

Landsat Surface Reflectance-derived Normalized Difference Vegetation Index (NDVI) are produced from
Landsat 4-5 Thematic Mapper (TM), Landsat 7 Enhanced Thematic Mapper Plus (ETM+), and Landsat 8
Operational Land Imager (OLI)/Thermal Infrared Sensor (TIRS) scenes that can be successfully

processed to Landsat Level-2 Surface Reflectance products.

NDVI is used to quantify vegetation greenness and is useful in understanding vegetation density and
assessing changes in plant health. NDVI is calculated as a ratio between the red (R) and near infrared

(NIR) values in traditional fashion:

e InLandsat 4-7, NDVI = (Band 4 — Band 3) / (Band 4 + Band 3).
e InLandsat 8, NDVI = (Band 5 — Band 4) / (Band 5 + Band 4).

Sentinel-2 Normalized Difference Vegetation Index (NDVI) included in the Radiometric Indices Processor
of the ESA SNAP Toolbox. The NDVI product, exploits the strength and the vitality of the vegetation on

the earth’s surface, so much more active the chlorophyll of the plants, so much bigger is the boost of the
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reflection level at the near infrared (0,78 — 1 um). S2A data from 30 July 2016 acquired near Toulouse

(Midi-Pyrenees, France) were downloaded from the Sentinel-2 Scientific Data Hub.

Figure 7.6. Sentinel-2 Normalized Difference Vegetation Index (NDVI) over Midi-Pyrenees - Copyright:
Contains modified Copernicus data / ESA, 2016 (Source: https://step.esa.int )

7.2. Normalized Difference Water Index (NDWI)

Normalized Difference Water Index (NDWI) may refer to one of at least two remote sensing-derived

indexes related to liquid water:

e One is used to monitor changes in water content of leaves, using near-infrared (NIR) and
short-wave infrared (SWIR) wavelengths, proposed by Gao in 1996 (Eq. 7.2):

(Xnir — Xswir)

NDWI =
(Xnir + Xswir)

e Another is used to monitor changes related to water content in water bodies, using green and NIR
wavelengths, defined by McFeeters (1996) (Eq. 7.3):

(Xgreen — Xnir)
(Xgreen + Xnir)

NDWI =

In remote sensing, ratio image or spectral rationing are enhancement techniques in which a raster pixel

from one spectral band is divided by the corresponding value in another band. Both the indexes above
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share this same functional form; the choice of bands used is what makes them appropriate for a specific

purpose.

If looking to monitor vegetation in drought affected areas, then it is advisable to use the NDWI index
proposed by Gao utilizing NIR and SWIR. The SWIR reflectance in this index reflects changes in both the
vegetation water content and the spongy mesophyll structure in vegetation canopies. The NIR reflectance
is affected by leaf internal structure and leaf dry matter content, but not by water content. The combination
of the NIR with the SWIR removes variations induced by leaf internal structure and leaf dry matter content,
improving the accuracy in retrieving the vegetation water content.[Ceccato et al 2001 Remote Sensing of
Environment 77 (2001) 22—-33]

NDWI concept as formulated by Gao (Eq. 7.2) combining reflectance of NIR and SWIR is more common
and has a wider range of application. It can be used for exploring water content at single leaf level as well

as canopy/satellite level.

Different SWIR bands can be used to characterize the water absorption in the generalized form of NDWI
as shown in eq. 1. Two major water absorption features in the SWIR spectral region are centered near
1450 nm and 1950 nm while two minor absorption features are centered near 970 and 1200 nm in a living
vegetation spectrum. Sentinel-2 MSI has two spectral bands in the SWIR region: band 11 (central
wavelength 1610 nm) and band 12 (central wavelength 2200 nm). Spectral band in NIR region with a

similar 20 m ground resolution is band 8A (central wavelength 865 nm).

Sentinel-2 NDWI for agricultural monitoring of drought and irrigation management can be constructed

using either combinations (Eq. 7.2):

e "NIR" band 8A (864nm) and band 11 (1610nm)
e "NIR" band 8A (864nm) and band 12 (2200nm)

Both formulations are suitable.
Sentinel-2 NDWI for waterbody detection can be constructed also by using (Eq. 7.3):

e "Green" Band 3 (559nm) and "NIR" Band 8A (864nm)
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Figure 7.7. Sentinel-2 Normalized Difference Water Index (NDWI) from the following equation: Index =
(NIR - MIR) / (NIR + MIR) using Sentinel-2 Band 8 (NIR) and Band 12 (MIR). This product is based on the

open and free software suite Sentinel-2 Toolbox. Relevant citation: Gao, B.C., Remote Sensing of the

Environment, p.257 (1996) ( Source: https://foodsecurity-tep.net )
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8. Using View and Download Services in QGIS

Using WMS and WCS in QGIS is the best way to view all data. The links for the WMS / WCS

services are displayed in table 8.1.

Landsat8 Sentinel2

Surface http://150.140.202.118:82/?map=/etc/ http://150.140.202.118:82/?map=/etc/

Reflectance mapserver/IR2M/L8 SR_2021.map&s | mapserver/IR2M/S2_SR_2021.mapé&s
ervice=sWMS&version=1.3.0&request= | ervice=WMS&version=1.3.0&request=
GetCapabilities GetCapabilities
http://150.140.202.118:82/?map=/etc/ http://150.140.202.118:82/?map=/etc/
m rver/IR2ZM/L R_2021.m mapserver/IR2M/S2_SR_2021.map&s
ervice=WCS&version=1.0.0&request= | ervice=\WWCS&version=1.0.0&request=
GetCapabilities GetCapabilities

Thermal http://150.140.202.118:82/?map=/etc/

Infrared mapserver/IR2M/L8 TIR 2021.map&s
ervice=WMS&version=1.3.0&request=
GetCapabilities
http://150.140.202.118:82/?map=/et
mapserver/IR2M/L8 TIR 2021.map&s
rvice=\W version=1.0.0&r t=
GetCapabilities

NDVI http://150.140.202.118:82/?map=/etc/ http://150.140.202.118:82/?map=/etc/
mapserver/IR2M/L8 NDVI_2021.map mapserver/IR2M/S2_NDVI_2021.map
&service=WMS&version=1.3.0&reques | &service=WMS&version=1.3.0&reques
t=GetCapabilities t=GetCapabilities
http://150.140.202.118:82/?map=/etc/ http://150.140.202.118:82/?map=/etc/
mapserver/IR2M/L8 _NDVI_2021.map | mapserver/IR2M/S2_NDVI_2021.map
&service=WCS&version=1.0.0&reques | &service=\WWCS&version=1.0.0&reques
t=GetCapabilities t=GetCapabilities

NDWI http://150.140.202.118:82/?map=/etc/ http://150.140.202.118:82/?map=/etc/
mapserver/IR2ZM/L8_NDWI_2021.map | mapserver/IRZM/S2_NDWI|_2021.map
&service=WMS&version=1.3.0&reques | &service=WMS&version=1.3.0&reques
http://150.140.202.118:82/?map= http://150.140.202.118:82/?map=
mapserver/IR2M/L8 NDWI _2021.map | mapserver/IR2M/S2_NDWI_2021.map

rvice=\W version=1.0.0&r rvice=\W version=1.0.0&r

t=GetCapabilities t=GetCapabilities

Table 8.1. WMS / WCS OGC service links for the year 2021

The data is available (according to the project specifications) from viewing services (OGC

WMS) but also from download services (OGC WCS) which have been properly implemented

per product of the project and per year. In case we want to see the data of another year, we
just change the year in the URL eg WMS of NDVI Sentinel2 for 2019:

ersion=1.3.0&request=GetCapabilities
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http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_SR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_TIR_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/L8_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDWI_2021.map&service=WCS&version=1.0.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2019.map&service=WMS&version=1.3.0&request=GetCapabilities
http://150.140.202.118:82/?map=/etc/mapserver/IR2M/S2_NDVI_2019.map&service=WMS&version=1.3.0&request=GetCapabilities

All data for the years 2017-2021 can be found for browsing and/or local downloading at the
following link: http://150.140.202.118:81/IR2M/ with the username: irma and pass: 1Trm@
Product preview is available as png files in http://150.140.202.118:81/IR2M/PNG/

The steps to use the above links in QGIS and view the images are the following:
1. Download QGIS from the link i case that is not already installed:
l J/qqi itef I ||
Use the LTR version as this is the most stable one.
Open QGIS.
From the 'Data source manager screen select the add WMS or add WCS icon (Figure
8.1)

®

Figure 8.1. OGC service icons
4. Select New in the 'Add Layer(s) from a Server dialogue box. In figures 8.2 and 8.3

new WMS and WCS connection dialogs are displayed.

Create a New WMS/WMTS Connection X

Connection Details

Name [IRMA_L8 SR |

URL  |http://150.140.202.118:82/?map=/etc/mapserver/IRMA/L8 SR 2021.map&version=1.3.0

Authentication

Configurations | Basic
Choose or create an authentication configuration
No Authentication ~ )

Configurations store encrypted credentials in the QGIS authentication database.

HTTP

Referer

WMS/WMTS Options

DPI-Mode all v
Ignore GetMap/GetTile URI reported in capabilities
Ignore GetFeaturelnfo URI reported in capabilities
Ignore axis orientation (WMS 1.3/WMTS)
Ignore reported layer extents
Invert axis orientation

Smooth pixmap transform

©Help Ocancel ok

Figure 8.2. OGC WMS service: Create a new connection
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Create a New WCS Connection X

Connection Details

Name [L8_SR_2021| |

URL  |http://150.140.202.118:82/?map=/etc/mapserver/IRMA/L8_SR_2021.map&version=1.0.0

Authentication

Configurations | Basic
Choose or create an authentication configuration

No Authentication ~ &

Configurations store encrypted credentials in the QGIS authentication database.

WICS Options

Ignore GetCoverage URI reported in capabilities
Ignore axis orientation

Ignore reported layer extents

Invert axis orientation

Smooth pixmap transform

©Help Ocancel Qok

Figure 8.3. OGC WCS service: Create a new connection

In the 'Create a new WMS connection' dialogue box, enter a name for the connection
and the appropriate URL. Use the links from Table 8.1. for the corresponding services.
Select OK.

In the 'Add Layer(s) from a Server dialogue box, select Connect and then Add. THe
WMS or WCS should now be added. Alternatively layers can be added by the
Browser tab. (Figure 8.4)
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QS Desktop ~ Kup louv 20 16:37 $arcd
*Untitled Project — QGIS.

Project Edit View Layer Settings Plugins Vector Raster Database Web Mesh HCMGIS Progessing Help

DEERRY O 550
Pl aeVv. /e @

Browser
() Qrvme
~ < IRMA_LB_SR
~ @ Landsat 8 OLI Surface Reflectance products for 2021
@ Landsat 8 OLI surface Reflectance product for 2021-01-05
@ Landsat 8 OLI Surface Reflectance product for 2021-01-12
@ Landsat 8 OLI Surface ReFlectance product for 2021-01-21
@ Landsat 8 OLI Surface Reflectance product for 2021-01-28
@ Landsat 8 OLI Surface Reflectance product for 2021-02-06
@ Landsat 8 OLI Surface Reflectance product for 2021-02-22
@ Landsat 8 OLI Surface ReFlectance product for 2021-03-01
@ Landsat 8 OLI Surface Reflectance product for 2021-03-10
@ Landsat 8 OLI Surface Reflectance product for 2021-03-17
@ Landsat 8 OLI Surface Reflectance product for 2021-03-26
@ Landsat 8 OLI Surface ReFlectance product for 2021-04-11
@ Landsat 8 OLI Surface Reflectance product for 2021-04-18
@ Landsat 8 OLI Surface Reflectance product for 2021-04-27
@ Landsat 8 OLI Surface Reflectance product for 2021-05-04
@® Landsat 8 OLI Surface Reflectance product for 2021-05-13
@ Landsat 8 OLI Surface Reflectance product for 2021-05-20
@ Landsat 8 OLI Surface Reflectance product for 2021-05-29
@ Landsat 8 OLI Surface Reflectance product for 2021-06-05
@ Landsat 8 OLI surface Reflectance product for 2021-06-14
 vector Tiles
- i XYZTiles
ing Virtual Earth
i Street
oogle satellite
OpenstreetMap
~ @ wces
~ < L8_SR 2021
@ Landsat 8 OLI Surface Reflectance product for 2021-01-05
@ Landsat 8 OLI Surface Reflectance product for 2021-01-12
@ Landsat 8 OLI Surface Reflectance product for 2021-01-21
@ Landsat 8 OLI Surface Reflectance product for 2021-01-28
@ Landsat 8 OLI Surface Reflectance product for 2021-02-06
@ Landsat 8 OLI Surface Reflectance product for 2021-02-22
@ Landsat 8 OLI Surface Reflectance product for 2021-03-01
@ Landsat 8 OLI Surface Reflectance product for 2021-03-10
@ Landsat 8 OLI Surface Reflectance product for 2021-03-17
& Landsat 8 OLI Surface Reflectance product for 2021-03-26

Landsat 8 OLI Surface Reflectance product for 2021-04-02

@ Landsat 8 OLI Surface Reflectance product for 2021-04-11

JDOOBPEP "BC

Layers | Browser
Coordinate| 207407350741 |9 Scale[174788 ~| @ magnifer 100% |2 Rotation |00° 2|V Render @ sz @ 29

Type to locate (Ctrb+k) 2legend entris removed.

Figure 8.4. OGC WCS service links as displayed in Browser tab in QGIS

8. Select Close in 'Add Layer(s) from a Server dialogue box.

9. The added images are displayed in the Layers tab (Figure 8.5)

Kup louv 21

Desktop ~
*Untitled Project — QGIS

Project Edit View Layer Settings Pplugins Vector Raster Database Web Mesh HCMGIS Progessing Help
8 2, 3 (D) o g Y = .
DEBREY Q88§ s LOOR @ LR

"]

2 PE 4

2] Rotation [00° 2| ViRender @epscasze @ I

Layers | Browser
e (Ctrl+K) No features at this position found. Coordinate| 207342391700 ¥ Scale 174788~ | @ Magnifier| 100%

Figure 8.5. Images in QGIS Layers tab.
10. With right click open Layer properties and Symbology tab to switch to bands 432 RGB
the Landsat8 OLI Natural Color Composite (Figure 8.6) or any other band

L Type to

combination.
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er Properties — Landsat 8 OLI Surface Reflectance product for 2021-04-02 — Symbology x

v Band Rendering
G' Information Render type | Multiband color -

'}_{} Source Red band Band 4

@/ symbology Min |1 Max 107

Greenband | Band 3
g Transparency

Min |9 Max |93

= Histogram

g

L3

e Temporal (el Stretch to MinMax
enhancement

! Metadata ¥ Min / Max Value Settings

Blue band Band 2

Rendering Min [1 Max |63

Legend User defined

& qois server comulative

count cut

@ 7/-|980 @ |7[%

Min f max

Mean +/- e
standard deviation = 200 4@

Statistics extent Whole raster

Accuracy Estimate (Faster)

v Color Rendering

Blending mode Normal -

Brightness —_— | 0 = [Contrast

Gamma — 1,00 = { Saturation

[ Grayscale |OFf

© Reset

Hue Colorize Strength

» Resampling

@Help Style - @~pply

Figure 8.6. Color composite dialog in Layer Properties - Symbology tab.

O cancel

11. In order to view discrete values at any pixel in the image we use the Identify Feature
button (Ctrl+Shift+l) and the Results are displayed on the right (Figure 8.7). Use the

left mouse click to select the layer (at Layers tab on the left) and expand the feature

results tree (on the right).

Project Edit View Layer Settings Plugins Vector Raster Database Web Mesh HCMGIS Progessing Help
DEERRX 02PLPRPPRALBELIOR @ E#2a-0 0 [0 G5
9 KT AN @ a8 B

B identify Results
3= 2 K-
eature

Landsat 8 OLI Surface Reflectance product for 2021-04-02
~ Landsat 8 OLI Surface Reflectance product for 2021-04-02

-+ Landsat 8 OLI Surface Reflectance product for 2021-04-02

» 'V I Landsat 8 OLI Surface Reflectance product for 2021-04-02

Band2
Band3

(Derived)
~ Landsat 8 OLI Surface Reflectance product for 2021-04-02
Format
~ d20210402_wms
value st
~ (Derived)
(clicked coordinate X)
(clicked coordinate Y)

| @

T @

g
B
=

Mode | Top Down

Layers | Browser B View Tree

X Type to locate (Ctrt+k) dentiying done, Coordinste| 20920035.0314 |85 Scle[136512 |+ | @ Magnifer|100% |3/ Rotaton [00°

Figure 8.7. Feature identification and results.

Value
o

1
Feature >

72,5730

20.9206
39.1317

Help

3|V Render @®epscazze @ £I
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12. Move the mouse in the image and keep a record of all points of interest by pressing

the PrtScn button on the keyboard to get a few screenshots.
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9. View Services in Jupyter Notebook

For the purpose of fast previewing the remote sensing data directly from the web, a simple web
application was developed using the Jupyter Notebooks technology.
The Jupyter Notebook is a web application that allows you to create and share documents that contain
live code, equations, visualizations and explanatory text.
It combines two components:
e A web application providing browser-based, interactive authoring of notebook documents.
e Notebook documents which store a representation of all content visible in the web application,
including inputs and outputs of computations, explanatory text, mathematics, code, images,
videos, graphs, maps, and other rich media representations of objects.

Jupyter ceswmiwiage: Example L omessn: 3 s s it e

Jupyter Lorenz Differential EQUANIONS memmes [

B+ 4 bW C Com t ol Tomiar | Move

Jupyter weicometoP

B+ xa B ++ »d

Jupyter

Welcome to the

R

Figure 9.1.The Jupyter Notebook technology
Notebooks can be shared with others on GitHub, Dropbox, and the Jupyter Notebook Viewer. Uses

include: data cleaning and transformation, numerical simulation, statistical modeling, machine learning

and much more.
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Core Features:

Create Jupyter Notebooks which can contain:
e Marked up text (with headings, styles, paragraphs, etc)
e Formulas, mathematics, plots, maps, ...
e Imported external libraries to add functionality

e Code from multiple programming languages, including Python, R, Julia, Bash and many more.

For the purposes of the project a Jupyter Notebook has been developed and is available on GitHub:

https://qithub.com/EOFarm/IR2ZMA-demo

The application needs docker and docker-compose to be installed on the host system.

Starting the application is as simple as running ./run.sh in the terminal:

kalxas@kalxas-home:~/code/git/eofarm/ir2ma-demo> ./run.sh
: The Docker Engine you're using is running in swarm mode.

Compose does not use swarm mode to deploy services to multiple nodes in a swarm. All containe
rs will be scheduled on the current node.

o deploy your application across the swarm, use “docker stack deploy’.

Creating network "ir2ma-demo_default" with the default driver
jupyterlab ...

[I 2021-06-25 14:25:41.558 LabApp] JupyterLab extension loaded from /opt/cond
a/lib/python3.9/site-packages/jupyterlab

[I 2021-06-25 14:25:41.558 LabApp] JupyterLab application directory is /opt/c
nda/share/jupyter/lab

[I 2021-06-25 14:25:41.560 ServerApp] jupyterlab | extension was successfully
loaded.

[I 2021-06-25 14:25:41.563 ServerApp] nbclassic | extension was successfully

loaded.
[I 2021-06-25 14:25:41.564 ServerApp] Serving notebooks from local directory:

/home/jovyan/work

2021-06-25 14:25:41.564 ServerApp] Jupyter Server 1.6.2 is running at:

2021-06-25 14:25:41.564 ServerApp] http://jupyterlab:8888/1lab

2021-06-25 14:25:41.564 ServerApp] http://127.0.0.1:8888/1ab

2021-06-25 14:25:41.564 ServerApp] Use Control-C to stop this server and s
hut down all kernels (twice to skip confirmation).

Figure 9.2.Starting the IR2MA Jupyter Notebook
The web application is then available at http://127.0.0.1:8888/lab
For demonstration purposes the application is available at http://147.102.109.27:8888 with “eofarm” as

password. Navigate to http://147.102.109.27:8888/lab/tree/notebooks/ir2ma.ipynb and execute the
notebook steps as in the following figures.
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(] * (<] [Z Launcher % %
o
-/ E] Notebook
. Name - Last Modified
- B notebooks 26 minutes ago
* [ requireme.. 2 hours ago "
Python 3
! Console
Python 3
Other
—_— v E
Terminal Text File Markdown File Show Contextual
Help
simple oMo & Launcher

File Edit View Run Kemel Tabs Settings Help

Figure 9.3.The IR2MA Jupyter Notebook landing page

From the left menu, the user can browse the available notebooks in a virtual folder. By double-clicking

the ir2ma.ipynb file the notebook is ready to be executed.
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: File Edit View Run Kemel Tabs Settings Help

- +* c [ Launcher X " ir2ma.ipynb X °¢

- a B + X OO » = C » Code v pythan 3 O

o

from owslib.wms import WebMapService
import folium

8 / notebooks /

I (1
Name - Last Modified

7| irzma_all.i... 3 hours ago # Available years 2017-2821
* ) ir2ma.ipynb EPITIESEED fy:e;llcai 'E?ilsensm's: s2, L8
sensor '82'
# Available preduct names: SR, TIR, NDVI, NDWI
product = 'NDVI'
wms_endpoint = f'http://150.140.202.118:82/map=/etc/mapserver/IRMA/{sensor} {product} {year}.map&service=WMsaversion-

wms = WebMapService(wms_endpoint, version='1.3.8')
layers = list{(wms.contents)

m = folium.Map(location=[39.1, 20.9], zoom_start=10, tiles='OpenStreetMap')

for layer in layers[1:]:
folium. raster layers.wmsTileLayer(
url=wms_endpoint,
IRZMA {sensor} {product} {layer}',

layers=layer,

attr=u"EOfarm © 2821",

transparent=True,

overlay=True,

control=True,

show=False,
).add_to(m)

folium.LayerControl().add_to(m)
m

Make this Notebook Trusted to load map: File -> Trust Notebook

Simple 0 [ 1 & Python3|Iide Mode: Command @ Lni,Coll irzma.ipynb

Figure 9.4.The ir2ma.ipynb notebook
The user just needs to set the python script parameters (year, sensor and product) and execute the

notebook from the “play” button.
The result is presented in Figures 9.5 and 9.6
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~ File Edit View Run Kemel Tabs Settings Help

™ - +* c [ Launcher X " ir2ma.ipynb X °¢

- a B + X OO » = C » Code v pythan 3 O
o - for layer in layers[l1:]:

B | notebooks / folium.raster layers.wmsTileLayer(

url=ums_endpoint,
Name - Last Modified name=f'TR2MA {sensor} {product} {layer}',
A ir2ma_all.i... 3 hours ago fmt="image/png",
” layers=layer,

I EEESENY attr=u"EOfarm © 2021",

transparent=True,
overlay=True,
control=True,
show=False,
).add_to(m)

folium.LayerControl().add_to(m)
m

T .t
| O openstreetmap

IR2MA S2 NDVI d20210309_wms
IR2ZMA S2 NDVI d20210101_wms

IR2ZMA S2 NDVI d20210103_wms
N = KavaAAGKL

[0
\fw’

IR2MA S2 NDVI d20210312 wms

N @S 1
\— IR2MA 52 NDVI d20210319 wms

Aoupog Apra

IR2MA 52 NDVI d20210106_wms

B IR2MA S2 NDVI d20210322 wms

Kopméi £
IR2MA S2 NDVI 20210108 wms

-y
OReR IR2MA S2 NDVI d20210324 wms

IR2MA 52 NDVI d20210111 wms

IR2MA S2 NDVI d20210327_wms

’ - : - = IR2MA §2 NDVI d20210113 wms
" /— — I'IpsL}Ss(u\ _/

T ——— g - IR2MA S2 NDVI d20210329_wms

/ . \-m\sj-viw 7 : IR2MA §2 NDVI d20210116_wms

/ \ a ppva || IRZMA S2 NDVI d20210401 wms
/ s : ’
\ Leaflet | Data by © OpenStreetMap, under ODbL.

Simple 0 [ 1 & Python3|Iide Saving completed Mode: Command @ Lni,Coll irzma.ipynb

Figure 9.5.Loading the OGC WMS service on a notebook map. Layers are presented on the right

File Edit View Run Kemel Tabs Settings Help

™ +r s} [ Launcher x A irZma.ipynb x g¢
B + XO B » m C » Code v Pythan3 O
overlay=True,
control=True,
show=False,

8 / notebooks /

Name - Last Modified ).add_to(m)
N ir2ma_all.i... 3 hours ago folium.LayerControl().add_to(m)
* 2 minutes ago m
Nt
f e RS
Fues o g Ll e
Leaflet | Data by © OpenStreetMap, under ODbL., EQfarm © 2021
l [1
Simple 0 [ 1 £ Python3|Ide Saving completed Mode: Command @  Ln1,Coll ir2ma.ipynb

Figure 9.6.Loading an NDVI layer on a notebook map.
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10. Conclusion

Within the framework of the work package of the project, the following deliverables were implemented:

1.

Atmospherically corrected satellite data in the form of maps (surface reflectance raster maps)
Satellite remotely sensed data from the Landsat 8 OLI and TIRS and Sentinel 2A and 2B
sensors were downloaded, stored in a file database and were processed into maps with
geographical atmospherically corrected reflectance features for selected areas of the Epirus
Region for a period of at least 4 (four) years. The geographical boundaries, the coverage area,
concerns a continuously selected area within the Region of Epirus with a total area of
approximately 450,000 acres and specifically of the GOEB Plain of Arta (TOEB of Arachthos
Zone, TOEB Louros and TOEB Lamaris) and of TOEB Grameritos as well as the Irrigation
Network of the Municipality of Arta. The geographical boundaries of the areas were provided
by the project partner IR2ZMA PB1 - University of loannina ELKE, in the form of a shapéefile.
Selected spectral reflectance indices related to crop irrigation in the form of reflectance indices
maps.

The maps from the 1st deliverable were processed due to special algorithms in order to
calculate the NDVI and the NDWI. The processing of the remote sensing data and the
computation of the indicators was done based on the current literature and is documented by
recent international publications in internationally recognized scientific journals, books or
related studies and / or in the proceedings of international prestigious conferences selected
during the project. The implementation of the algorithms was performed with modern and
open software development technologies.

Free online map view with filters in terms of data / indicators, time and space (OGC Web Map
Service).

Remote sensing and indicator data maps are delivered in GeoTiff graphical files. Remote
sensing data is freely available to anyone interested through an online viewing service (OGC
WMS) with the ability to download selected maps through OGC WCS download service. The
implementation of the algorithms was done with modern and open software development
technologies. For the system architecture it has been taken into account that the system as a
whole should be based on Free Software and Open Source Software (FOSS) which should be
delivered within the project with an appropriate software license depending on the
development technologies to be used.

Documentation report (current document) on the creation and display of maps and how they
are interconnected with decision support systems based on the project standard.

Report is documented also with links to data and other useful sites in line and a reference

section.
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Synopsis in English language

The project concerns the documentation, production and display of maps of spectral indicators which
are related to the irrigation of crops based on remote sensing data at microclimate level, for selected
areas of the Epirus Region for a period of at least 4 (four) years. The monitoring led to the creation of
a geospatial database which will be automatically updated with satellite images during and after the
project and will be available directly to producers, planners and related public services. Requirement
was this action to be based on open software FOSS, and to remote sensing data that are available for
free beyond the end of the project.

The project is based on the scientific domain of Remote Sensing for the continuous monitoring of
irrigation indicators at the microclimate level with satellite remote sensing imagery and the use of
Geographic Information Systems, for the spatial analysis, representation and publication of results.
The primary remote sensing data is the free Landsat 8 and / or Sentinel 2 satellite data in the form of
raster maps. Corrected remote sensing data was atmospherically corrected (surface reflectance) in
the form of raster maps. Spectral indices that are related to crop irrigation in the form of raster maps
and mean values were selected. The indicators were derived from a literature review and related to
vegetation cover (NDVI) and soil moisture (NDWI). The resolution of the remote sensing data maps
and indicators is at least 50x50m as defined by the project specifications. The geographical
boundaries, the coverage area, describes a continuously selected area within the Region of Epirus
with a total area of approximately 450,000 acres and specifically of the GOEB Plain of Arta (TOEB of
Arachthos Zone, TOEB Louros and TOEB Lamaris) and of TOEB Grameritos as well as the Irrigation
Network of the Municipality of Arta. The geographical boundaries of the areas were provided by the
project partner IR2ZMA PB1 - University of loannina ELKE, in the form of a shapéefile.

Remote sensing data and indicators cover a period of four (4) years (2018, 2019, 2020, 2021) with a
maximum frequency of 7 days (provided they are available from ESA SciHub and USGS
EarthExplorer or from the respective AWS repositories and whereas the data may be cloudy at this
frequency).

Remote sensing and indicator data maps were delivered in GeoTiff graphical files. Remote sensing
data is freely available to anyone interested through an online viewing service (OGC WMS) with the
ability to download selected maps through OGC WCS download service. The implementation of the
algorithms was performed with modern and open software development technologies. For the system
architecture it has been taken into account that the system as a whole should be based on Free
Software and Open Source Software (FOSS) which should be delivered within the project with an

appropriate software license (compatible with Open Source Initiative - https://opensource.org/licenses)

depending on the development technologies to be used.

The processing of the remote sensing data and the computation of the indicators was done based on
the current literature and is documented by recent international publications in internationally
recognized scientific journals, books or related studies and / or in the proceedings of international
prestigious conferences selected during the project.

Within the framework of the work package of the project, the following deliverables were implemented:

1. Atmospherically corrected satellite data in the form of maps (surface reflectance raster maps)
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2. Selected spectral reflectance indices related to crop irrigation in the form of reflectance indices
maps.

3. Free online map view with filters in terms of data / indicators, time and space (OGC Web Map
Service).

4. Documentation report (current document) on the creation and display of maps and how they
are interconnected with decision support systems based on the project standard. Report is

documented also with links to data and other useful sites in line and a reference section.
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2uvoyn otnVv eAANVIKA YAwo oo

To €pyo a@opd TNV TEKUNEIwaon, TNV TTAPAYWYH Kal TNV ATTEIKOVION XAPTWY QACUATIKWY OEIKTWV Ol
otroiol oxetidovtal pe TNV dpdeucn KaAANigpyelwy He xpnon Oedopévwy  TNAETTIOKOTTNONG, Yid
emAeyuéveg Treploxég NG lMepipépeiag Hireipou kal yia 1repiodo TouAdyioTov 4 (Teoodpwv) €Twyv. H
TTAPATAPNON TNG TTEPIOXAS MEOW TNAETTIOKOTTNONG 08ynaoe aTn dnuioupyia PIag YewxwpikAg Bdong
0edOPEVWV N OTTOIO EVNPEPWVETAI QUTOUATA PE DOPUPOPIKES EIKOVEG KATA Trn OIGPKEIA KAl PETA TNV
oMokAjpwaon Tou €pyou Kai gival dlaBéoiun ameubeiag o TTapaywyouls, oXedIAOTEG KAl OUVOQPEIG
Onuooleg uttnpeoieg. ATraitnon ATav, auth n PeAETN, va Baoiletal o€ avoixTé Aoyiopiké EAAAK kal o€
0edopéva TNAETIOKOTTNONG Ta OTToia ival O1aB£aia dwpPEeAv Kal JETA To TEAOG TOU £pyou.

To épyo BaaciCetal oTOV EMOTAPOVIKO ToPéa TNG TNAETTIOKOTINGNG YIAQ T OUVEXT TTAPAKoAoUuOnon Twv
OeIKTWV Apdeuong o€ eTTTTEDO PIKPOKAIUATOG e SOPUPOPIKEG EIKOVEG TNAETTIOKOTTNONG KAl TN XPROoN
ZuotnuaTtwy Mewypagikwyv MAnpogopiakwy (GIS) yia Tn xwpikr avGAuon, Tnv avatrapdoTacn Kal TNV
Onuoacicucn aTTOTEAETUATWV.

Ta kOpla dedopéva TTapatiPNong g yng eival Ta dwpedv dopuopikd dedouéva Landsat 8 ) / kai
Sentinel 2 pe ™ popPn eikdvwv pdotep. Ta dedouéva autd dlopBwBNKav ATUOCYAIPIKA Kal £TOI
UTTOAOYIOTNKE 1N ETTIPAVEIAKI) QVAKAWWPEVN OKTIVOBOAIQ PE TN MOp®n €IKOVWY / XapTwyv PAcTEP. TNV
ouvéxela eMAEXONKav Kal UTTOAOYIOTNKaV QaCMaTIKOi OEIKTEG 01 OTToI0I OXETICOVTAI PE TNV KAAUWN Kal
TNV Gpdeuan Twv KAAMEPYEIWV Ol OTTOI0I €TTIONG dIATIBEVTAI PE TN POPPN PAoTEP eIkOVWY / XxapTwyv. Ol
Ocikteg TTponRABav amd pia BIBAIOYpA@IKA avaokoTinon kal agopoucav Tnv kK&dAuwn (NDVI) kai tnv
uypaagia (NDWI) tou €dd@oug. H avaAuon Twv XOPTWV Kal TwV @ACUATIKWY OEIKTWYV gival TOUAAXIOTOV
50x50m oOTwg opideTal atrd TIG TTPOdIaypaPES Tou £€pyou. Ta yewypa@ikd Opla yia Tnv TTEPIOXA
KAAuYNG Twv Oedopévwv agopouv pia  €TTIAEypévn Treplox evidg ng lNepipépeiag Hireipou pe
OuvoAikf éktaon Trepitou 450.000 oTtpéupara kal ouykekpipyéva tou NOEB lMediadag Aptag (TOEB
Zwvng ApdyBou, TOEB AoUpou kai TOEB Adpapng) kai Twv TOEB [papuevitoag-BAaxépvag,
I"Aukopicou, MNMéta-Koutrotiou kaBwg kar Tou ApdeuTikoU AikTUou AApou ApTaiwv. Ta yewypa@ikda opia
TWV TIEPIOXWYV Trapaaxédnkav amd Tov eTaipo Tou épyou IR2ZMA PB1 - EAKE [MavemoTtnuiou
lwavvivwyv, e Tn poper shapefile.

Ta dedopéva Kal o1 OeikTEG TNAETTIOKOTTNONG KAAUTITOUV Hia TTepiodo Teoadpwy (4) eTwv (2018, 2019,
2020, 2021) pe péyiotn cuxvotTnTa 7 nuePWV (UTTO TNV TTPoUTToBeCn OTI diaTiBevTtal ammd 1o ESA SciHub
kai 10 USGS EarthExplorer 1 amd ta avriotoixa atroBetripia AWS Kal evOEXETAI VA UTTAPXEI OXETIKN
VEQOKAAUWN).

O1 xapTeg OedoPEVWV TNAETTIOKOTTNONG KOl OEIKTWY TTOPado0nkav o€ apxeia ypa@ikwy Tutrou GeoTiff.
Ta dedopéva TNAETTIOKOTINONG dlaTiBevTal eAeUBepa o€ OTTOIOV EVOIOPEPETAl EOW MIOG OIAdIKTUAKNG
uttnpeaiag TpoPBoAng OGC WMS pe duvardétnta AQWng Kal TOTTIKAG METAPOPTWONG ETTIAEYHEVWV
XapTwv péow TnG utnpeciag Anwng OGC WCS. H epappoyn Twv aAyopiBuwyv TTpayuaToTroinenke Je
OUYXPOVEG Kal QVOIXTEG TEXVOAOYIEG avATITUENG AOYIGUIKOU. TMa TNV apXITEKTOVIKA TOU CUCTAUATOG £XEI
An@Bei uttéyn OT To oloTnua OTo OUVOAS Tou TIpéTTel va PBaoifetal oe EAeuBepo Aoyiopikd Kal
Noyiopiké Avoixtou Kwdika (EAAAK), 1o otroio éxel TTapadoBei eviog Tou €pyou PE TNV KATAAANAN
adeia xpAong Aoyiopikou (cuppatr) pe To Open Source Initiative - https: //opensource.org/licenses)

avaAoya pe TIg TEXVOAOyYieg avaTITUENG Ol OTTOIEG XPNOIUOTIOINONKAVY.
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H emegepyaocia Twv Oedopévwv TNAETTIOKOTTNONG KAl O UTTOAOYIOUOG Twv OEIKTWV Eyive BAael Tng
Tpéxouoag BIPAIoypagiag kal TeKPNPIWOnke atd Tpdoeateg diebveig dnuooieloelg o dIEBVWG
avayvwpIoPEva ETTICTNPOVIKG TTEPIOdIKA, BIBAia 11 ouvageic PeAETEG KABWG Kal 0€ epyaaieg dieBvwv
ouvedpiwyv Ta oTroia eTTIAEXBNKAV KaTA TN JIAPKEIQ TNG MEAETNG.
270 TAQIOI0O QUTAG TNG MEAETNG WG TTAKETOU €pyaaiag Tou €pyou, UAoTroinenkav Tta akéAoubBa
TTapadoTéa:
1. Atpgoooaipikd SiopBwuéva dopuPopika dedouéva Pe TN PopPR XapTwv (XApTeg raster e
KATaypa@r TNG avakAaaTIKOTATAG ATTO TNV ETTIPAVEIQ)
2. EmAgypévol deikTEG QaoUaTIKAG avakAaong ol otroiol oXeTidovTal ue Apdeuan KAANIEPYEIWV E
TN HOP®A XapTWV SEIKTWV avakAaons 6mmwg o NDVI kai o NDWI.
3. Awpedv dIadIKTUaKr TTPOROAN XapTWV HE eTTIAOYEG: OedOUEVWYV / BEIKTWYV, XPOVOU KOl XWPEOU
(OGC Web Map Service).

‘EkBean Tekunpiwaong (To TPEXOV £yypa@o) OXETIKA PE T OnUIOUPYia Kal TNV GTTEIKOVION TWV XOPTWV
Kal Tov TPOTTO Ol0CUVOEDT|G TOUG UE CUCTANATA UTTOOTAPIENG ATTOPACEWV BATEl TV TTPOdIAYPAPUIV
Tou épyou. H ava@opd TEKUNPIWVETAI ETTIONG YE OUVOETUOUG TTPOG dedopEva Kal AAAOUG XprOINOUG
IOTOTOTTOUG TOOO £VTOG TOU KEINEVOU GO0 Kal OE HIa EVOTNTA AVOPOPWV.
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Sinossi in lingua italiana

Il progetto riguarda la documentazione, produzione e visualizzazione di mappe di indicatori spettrali
relativi all'irrigazione delle colture sulla base di dati di telerilevamento a livello di microclima, per aree
selezionate della regione dell'Epiro per un periodo di almeno 4 (quattro) anni. Il monitoraggio ha
portato alla creazione di un database geospaziale che sara automaticamente aggiornato con immagini
satellitari durante e dopo il progetto e sara disponibile direttamente a produttori, pianificatori e relativi
servizi pubblici. Il requisito era che questa azione fosse basata sul software aperto FOSS e sui dati di
telerilevamento disponibili gratuitamente oltre la fine del progetto.

Il progetto si basa sul dominio scientifico del Telerilevamento per il monitoraggio continuo degli
indicatori di irrigazione a livello di microclima con immagini di telerilevamento satellitare e l'uso di
Sistemi Informativi Territoriali, per I'analisi spaziale, la rappresentazione e la pubblicazione dei risultati.
| dati primari del telerilevamento sono i dati satellitari gratuiti Landsat 8 e/o Sentinel 2 sotto forma di
mappe raster. | dati di telerilevamento corretti erano dati di telerilevamento corretti dal punto di vista
atmosferico (riflettenza superficiale) sotto forma di mappe raster. Sono stati selezionati indici spettrali
correlati all'irrigazione delle colture sotto forma di mappe raster e valori medi. Gli indicatori sono stati
derivati da una revisione della letteratura e relativi alla copertura del suolo (NDVI) e all'umidita del
suolo (NDWI). La risoluzione delle mappe e degli indicatori dei dati di telerilevamento & di almeno
50x50 m come definito dalle specifiche di progetto. | confini geografici, I'area di copertura, descrivono
un'area continuamente selezionata all'interno della Regione dell'Epiro con una superficie totale di circa
450.000 acri e nello specifico della Piana GOEB di Arta (TOEB di Arachthos Zone, TOEB Louros e
TOEB Lamaris) e di TOEB Grameritos e la Rete di Irrigazione del Comune di Arta. | confini geografici
delle aree sono stati forniti dal partner del progetto IR2ZMA PB1 - Universita di loannina ELKE, sotto
forma di uno shapefile.

| dati e gli indicatori del telerilevamento coprono un periodo di quattro (4) anni (2018, 2019, 2020,
2021) con una frequenza massima di 7 giorni (a condizione che siano disponibili da ESA SciHub e
USGS EarthExplorer o dai rispettivi repository AWS e considerando che il i dati potrebbero essere
nuvolosi a questa frequenza).

Il telerilevamento e le mappe dei dati degli indicatori sono state fornite in file grafici GeoTiff. | dati del
telerilevamento sono disponibili gratuitamente per chiunque sia interessato tramite un servizio di
visualizzazione online (OGC WMS) con la possibilita di scaricare mappe selezionate tramite il servizio
di download OGC WCS. L'implementazione degli algoritmi & stata eseguita con tecnologie di sviluppo
software moderne e aperte. Per l'architettura del sistema si & tenuto conto che il sistema nel suo
insieme dovrebbe essere basato su Software Libero e Software Open Source (FOSS) che dovrebbero
essere consegnati all'interno del progetto con un'apposita licenza software (compatibile con Open
Source |Initiative - https: //opensource.org/licenses) a seconda delle tecnologie di sviluppo da
utilizzare.

L'elaborazione dei dati del telerilevamento e il calcolo degli indicatori & stato effettuato sulla base della
letteratura corrente ed € documentato da recenti pubblicazioni internazionali su riviste scientifiche, libri
o studi correlati riconosciuti a livello internazionale e/o negli atti di prestigiosi convegni internazionali

selezionati durante il progetto.
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Nell'ambito del pacchetto di lavoro del progetto, sono stati implementati i seguenti risultati finali:

1.

Dati satellitari corretti dall'atmosfera sotto forma di mappe (mappe raster di riflettanza
superficiale)

Indici di riflettanza spettrale selezionati relativi all'irrigazione delle colture sotto forma di mappe
degli indici di riflettanza.

Visualizzazione gratuita della mappa online con filtri in termini di dati/indicatori, tempo e
spazio (OGC Web Map Service).

Report di documentazione (documento corrente) sulla creazione e visualizzazione delle
mappe e su come sono interconnesse con i sistemi di supporto alle decisioni basati sullo
standard di progetto. Il report & documentato anche con link a dati e altri siti utili in linea e una

sezione di riferimento.
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Also the following links retrieved June 2021:

I " iki . wiki/N ized_diff ind
https://earthobservatory.nasa.gov/features/MeasuringVegetation/measuring_vegetation 1.php
https://www.I3harrisgeospatial.com/docs/spectralindices.html
https://earthobservatory.nasa.gov/features/MeasuringVegetation/measuring_vegetation_2.php

https://www.usgs.gov/core-science-systems/nli/landsat/landsat-normalized-difference-vegetati
on-index
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https://en.wikipedia.org/wiki/Normalized_difference_water_index
https://earthobservatory.nasa.gov/features/MeasuringVegetation/measuring_vegetation_1.php
https://www.l3harrisgeospatial.com/docs/spectralindices.html
https://earthobservatory.nasa.gov/features/MeasuringVegetation/measuring_vegetation_2.php
https://medium.com/regen-network/remote-sensing-indices-389153e3d947
https://www.usgs.gov/core-science-systems/nli/landsat/landsat-normalized-difference-vegetation-index
https://www.usgs.gov/core-science-systems/nli/landsat/landsat-normalized-difference-vegetation-index
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